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Abstract

When a person has a health crisis, the availability of social support affects both their physical

and mental health. Online communities can make support available by providing a place to

connect with peers who have had similar experiences.However, finding relevant peers to talk

to and learn from is challenging. Algorithmic systems for peer matching could help people

find relevant peers, but designing such systems requires an understanding of how people use

online communities for support—when, how, and to whom they connect. I collaborated with

a large existing online community—CaringBridge.org—to understand how patients experienc-

ing a health crisis and their non-professional caregivers use CaringBridge to seek and receive

support. Based on this understanding, I created a recommendation system to facilitate peer

connections on CaringBridge. CaringBridge users of my system received email recommenda-

tions for peer users they may wish to connect with. By collecting survey and usage feedback,

I advance an understanding of when support seekers and providers connect with potentially-

supportive peers. Taken together, my work describes quantitatively and qualitatively the use

of health-related online communities for receiving and providing social support. My work has

implications for the deployment of peer-matching systems that facilitate supportive communi-

cation.
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Chapter 1

Introduction

Social support is associated with improved physical and mental health. In a health crisis, social

support may be particularly important, especially from people who have had similar experi-

ences. However, a person’s existing offline support community may be insufficient or lack

individuals with valuable similar experiences. Online communities offer a promise of scale—a

place to find supporters not available in their existing offline support communities. While sup-

port is exchanged online on diverse social media platforms, online health communities (OHCs)

are those specifically intended for health-related discussion and support. OHCs include open

forums, organizing spaces, listservs, information dumps, support groups, and more. The social

support provided and received by OHC participants includes access to useful information and

advice, a sense of community and belonging, and direct emotional support and coping assis-

tance. To realize the potential of always-available, personalized support, OHCs are designed

to facilitate finding information and supporters from among thousands or millions of posts and

users.

Peer discovery is the problem of identifying supportive people to connect with online. Peers

are people with similar health experiences who can leverage that similarity to provide effective

support, and OHCs facilitate peer discovery by affording reach and visibility to users. OHC

interfaces for peer discovery might require a user to explicitly search or filter for people of

interest. For example, users of the mental health community 7Cups.com can specify “topic

tags” to identify an appropriate conversational partner [6]. However, in health-related contexts,

support seekers and providers may find it challenging to articulate what they are looking for in

a way the system can understand—as a user’s support goals are diverse and the characteristics

1
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that make a potential support provider effective are correspondingly diverse [7]. Algorithmic

systems attempt to bridge the gap between the intent of a support seeker and potential providers.

These systems match or rank users to facilitate the exchange of support and the identification of

peers.

Recommender systems for peer matching suggest OHC users or content without explicit

guidance from the seeker. Such systems typically incorporate the user’s past behaviors as an

implicit signal to identify and recommend potential matches. However, designing recommenda-

tion systems and their associated interfaces requires an understanding of how people use OHCs

for support. Understanding when, how, and who is involved in supportive online interaction

enables interventions to increase supportive communication on OHCs. In this dissertation, I

conducted an intensive study of a large existing OHC to understand the use of this community

and how peer recommendation systems can be designed in this sensitive health context. After

formative work aiming to understand how OHC users communicate, I designed, implemented,

and evaluated a peer recommendation system during a 12-week field study. Ultimately, this

dissertation contributes an understanding of peer interaction on an OHC and an intervention to

facilitate more peer interaction in the future.

1.1 Collaboration with CaringBridge.org

This dissertation arises from a 5-year collaboration with CaringBridge.org1, a large online

health community based near the University of Minnesota. CaringBridge is designed for pa-

tients experiencing some kind of health crisis to communicate with their existing support net-

work. CaringBridge hosts blogs called sites on which authors publish blog posts called Journal

updates. As we will see in Chapter 4, most authors are non-professional caregivers writing

on behalf of the patient—such as a spouse or parent—rather than the patient themselves. By

providing the ability for site visitors to comment or react to individual Journal updates, Car-

ingBridge sites serve both to inform a support community about medical updates and to cen-

tralize supportive messages from that community. Chapters 3 and 4 focus on understanding

authors usage of CaringBridge—including a surprising amount of between-site author interac-

tion. Chapter 5 builds on CaringBridge to provide a peer recommendation system to authors.

Further discussion of the features and interface of CaringBridge will be introduced as needed in
1https://www.caringbridge.org/

https://www.caringbridge.org/
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subsequent chapters.

1.2 Understanding support seekers and providers

To understand how patients experiencing a health crisis use CaringBridge to seek and receive

support, I conducted a mixed-methods study of cancer patient authors. When and how do
cancer patients use a health blogging community?

Chapter 3 describes a study of cancer patients and their use of CaringBridge over the course

of a health journey. Using quantitative classification methods based on prior qualitative work, I

identified the “phases” of cancer during which authors join, use, and leave CaringBridge. For

example, I found that while most cancer patients join CaringBridge before they start primary

treatment, many have already begun treatment, a finding that has implications for onboarding

new authors and providing timely support—e.g. by recommending peers who have shared recent

treatment experiences. To learn about about support seekers’ needs, I further explored the

responsibilities that authors discuss in their Journal updates. But understanding users’ support

needs is insufficient to design for supportive communication; we first need to understand how

authors use CaringBridge for supportive peer communication, the subject of Chapter 4.

In Chapter 4, I aim to understand peer communication and how that communication leads

to supportive peer relationships. CaringBridge lacks existing “peer finding” features, which en-

ables us to learn about authors’ online relationship preferences when these features are absent.

I found a surprising amount of peer interaction among CaringBridge authors, and I model these

interactions to identify factors associated with the initiation of new connections and the recipro-

cation and growth of peer relationships. A particular focus of this chapter is the importance of

distinguishing between patients and their caregivers; patients and caregivers interact differently,

revealing both preferences for and barriers to additional supportive communication with peers.

To address some of those barriers, I developed a peer recommendation system with the goal of

facilitating supportive peer communication on CaringBridge.
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1.3 Facilitating peer communication

How can recommendation systems facilitate peer discovery in a health blogging commu-
nity? I designed an algorithmic recommendation system to facilitate peer connections on Car-

ingBridge. I conceptualize peer recommendation as an intervention designed to increase two

specific behaviors: reading about peer experiences and interacting with peers. Chapter 5 de-

scribes the system I designed and an evaluation of its feasibility during a 12-week field study.

During the field study, 79 active CaringBridge authors received a weekly email with person-

alized peer site recommendations. Based on survey feedback and log data analysis, I deter-

mined that peer recommendation is feasible on CaringBridge. I observed evidence of demand

for peer recommendation, identified key implementation requirements and trade-offs, evalu-

ated the acceptability of recommendations to participants, and estimated the efficacy of the

system at increasing interactions and encouraging the formation of supportive peer relation-

ships. Chapter 6 reflects on these findings, identifying promising areas for future study of peer

recommendation—as made accessible through the findings in this dissertation.

1.4 Contributions

I contributed to four refereed conference papers related to my collaboration with CaringBridge.

The first, led by my colleague C. Estelle Smith, identified a mismatch between support needs

as expressed by CaringBridge authors and the visitors who read those author’s writings [8].

The remaining three constitute Chapters 3-5 of this dissertation. Chapter 3 was published at

ICWSM [9]. Chapter 4 was published at CSCW [10]. Chapter 5 is in submission as of this

dissertation. Throughout this collaboration, I have worked with many talented MS and under-

graduate students, reflected on the author lists for those submissions. Two students published

posters at CSCW as a result. Li et al. developed machine learning models to predict the health

conditions discussed in Journal updates [11]. Wan et al. developed survival analysis models to

predict the impact that reactions and comments have on the retention of site authors [12].

Taken together, the work described in this dissertation characterizes the use of online health

communities for receiving and providing social support. The core contribution of this thesis is

an investigation of peer recommendation as an intervention to increase peer communication on

CaringBridge. Based on evidence that peer recommendation is acceptable to OHC users and
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effective at increasing beneficial user behaviors, I ultimately argue for the further study of peer

recommendation in OHCs.



Chapter 2

Related Literature

For the reader interested in the topic of this dissertation and seeking a high-level introduc-

tion, I highly recommend the following books: Stephen Rains’ “Coping with Illness Digi-

tally” [13] and Antonina Bambina’s “Online Social Support: The Interplay of Social Networks

and Computer-Mediated Communication” [14]. The rest of this chapter will take a deeper dive

into online health communities, communication during health, and intervening to influence be-

havior and increase available support. Most of these topics are discussed again in Chapters 3-5,

which each contain a more condensed Related Work summary as needed to understand that

chapter in isolation.

2.1 Methodological underpinnings

Diverse methods are used in HCI [15]. This dissertation draws from both qualitative and quan-

titative methodological approaches, generally united under a positivist framework. Quantitative

approaches use rigid categories and counts—a necessarily reductive summary of reality—to

enable comparison and estimation of effect sizes. Qualitative approaches enable contextual de-

scription of categories and support the external validity of abstract constructs. Throughout this

dissertation, I create a number of constructs, based on qualitative approaches or on prior liter-

ature, that I use to quantitatively describe phenomena on CaringBridge—for example, I assert

rigid taxonomies for cancer phase, for structural health role, and for update content.

The creation of constructs and taxonomies is common in HCI. Social media data capture

6
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human activity that, if structured, can describe aspects of human behavior [16, 17]. The unstruc-

tured text of social media data constitutes a trace of human behavior, and those texts can inform

us about humans’ behaviors and beliefs [18]. Social media text has been used to infer ideology

[19], personality [17], nutrition [20], and other aspects of human experience. Behavioral anal-

ysis via social media is often used to explore human behavior during periods of change like the

birth of a child or a health crisis [21, 3]. To create useful taxonomies, we need to combine prior

literature with qualitative insight in the process of operationalization [22].

2.1.1 Operationalization of Taxonomies

Researchers define taxonomic categories of behavior from three non-exclusive sources: unsu-

pervised machine learning, experts, and qualitative inquiry. Unsupervised machine learning

defines categories and the boundaries between them directly from patterns in the data, but it

can be hard to validate automatically-inferred patterns or to determine their relevance to the

research question at hand [23]. But, questions can be asked and answered using the resulting

taxonomies without strictly adhering to prior expectations [24].

Expert-derived taxonomies are built from close collaboration with domain experts [25, 26],

a manual reading of existing literature in the target domain [3, 27], or from codebooks of key-

words uncovered from “expert” Internet sources [28]. While these taxonomies gain validity

from their basis in expert knowledge, this top-down approach may limit the ability to detect

novel categories in the data and in many cases the relevant domain expert may not exist.

An alternative is to operationalize a taxonomy from qualitative work. Zhang, Culbertson,

and Paritosh aimed to develop a taxonomy from prior work, but found that existing work was

too narrow, instead iteratively developing their own taxonomy with experts [29]. Singer et al.

used hand-coded survey responses to construct a taxonomy and validated it with an additional

survey [30]. While it is ideal for quantitative researchers to collaborate closely with quali-

tative ones on the same research questions, requiring that qualitative and quantitative experts

work together synchronously limits the community’s ability to learn from the existing body of

qualitative work [31]. In Chapter 3, I articulate a process of taxonomy operationalization from

qualitative themes.
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2.1.2 Validity

Throughout this dissertation, I include analyses intended to support the validity of the core re-

search questions investigated. To do so, I rely on validation methods adapted from psychomet-

rics [32], ablation methods adapted from the machine learning literature [33], and converging

lines of evidence from the use of mixed methods [22]. In general, the external validity of my

findings for the CaringBridge platform is high, due to lack of sampling error introduced by ac-

cess to the full CaringBridge database. But how much do my findings generalize to other online

communities and support contexts? I argue that my findings are most relevant to communities

with similar affordances to CaringBridge. Rains argues that communication technologies for

social connection have four primary affordances: visibility, availability, control, and reach [13].

Control, for example, is the potential to manage interactions, so other text-based asynchronous

communities provide similar potential for control. Availability is the potential to overcome time

and space constraints in connecting with others; communication technologies that restrict ac-

cess e.g. to people in a particular hospital [34] offer availability in a very different way than

CaringBridge. Visibility is the potential to make one’s self known to others or to observe oth-

ers’ behavior; on CaringBridge, visibility is linked to specific blogs and the communities that

form around those blogs. Reach is the potential to contact specific individuals, groups, or com-

munities. CaringBridge provides reach only to specific individuals known to the user by name;

much of our investigation relies on this difference between CaringBridge and other OHCs, first

to investigate peer connection when traditional social discovery features are absent and then to

facilitate reach via recommendation.

2.2 Health journeys

Life disruptions lead to transitions [35]. Transitions are precipitated by change points such as

a diagnosis and involve adopting a new role [36]. Meleis’ Transitions theory has been influ-

ential in nursing [37], and I mention it here to emphasize the theoretical and practical benefits

to reasoning about illnesses as changing conditions over time. For patients and their care-

givers, changing conditions includes changes in goals, in responsibilities, and in self-identity.

CaringBridge is a multi-condition online health community designed to facilitate discussion of

longer-term treatment and recovery processes. Cancer is the exemplar condition, for which the

metaphor of a journey during which a patient’s needs will shift is widespread [38]—about half
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of CaringBridge sites are related to cancer [11].

I will focus here on existing theory around cancer journeys, although parallels exist for many

other health conditions. Jacobs, Clawson, and Mynatt articulated a cancer journey framework

from qualitative interviews with cancer patients [39]. The framework is organized into three

dimensions: responsibilities, challenges, and how the cancer journey influenced patients’ daily

life. Responsibilities are defined by Jacobs, Clawson, and Mynatt as “the multiple tasks that are

placed on patients during each of the cancer journey phases”, referring to the phases described

by Hayes et al. [40]. Responsibilities are purposeful and goal-oriented tasks that are required of

the patient because of a cancer diagnosis; for example, one task associated with a responsibility

like “Preparation” would be getting a wig fitting in advance of anticipated hair-loss due to

treatment.

Responsibilities shift over time, a reality we will demonstrate quantitatively in Chapter 3.

Because CaringBridge is designed to support patients’ communication with their extended sup-

port networks [41], patients discuss their responsibilities in their Journal updates. While there

is a tension between managing self-presentation and “sharing information related to specific

needs and desires” [42], I treat patients’ discussions of their responsibilities on CaringBridge

as veridical representations [43] of their real-world responsibilities. In other words, I assume

patients may omit responsibilities from discussion on CaringBridge but will not fabricate them.

It is this mediated view of a patient’s journey that makes study of CaringBridge appealing.

To study health journeys as processes of transition and shifting roles over time, it is useful

to introduce the concept of phases. Cancer phases are used by patients to self-characterize their

needs [44], in medical research to organize programs of care [45], and as the basis for prior HCI

research [46]. Hayes et al. articulated a model of cancer phases to describe commonalities in

patients’ experiences of their cancer journeys [40], adapted from foundational work by Corbin

and Strauss [47] and subsequently adapted by Jacobs, Clawson, and Mynatt [39]. Wen and

Rose used an earlier iteration of this phase model to identify cancer disease trajectories by

identifying phase boundaries via automatic event extraction [48]. Other established stage/phase

models, like the widely used transtheoretical model of health behavior change, are used as the

basis for taxonomies that are tweaked by experts [49].

An important component of health journeys is end-of-life situations. OHCs have a specific

role to play at end-of-life, as the use of technology to aide in communication and support coordi-

nation is important to patients’ quality of life during hospice [50]. Online hospice communities
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have been studied for their role facilitating social support during hospice care [51]. Studying

near-end-of-life activities on online communities provides an opportunity to explore the use of

technology contemporaneous with the dying experience, in contrast to approaches that rely on

retrospective interviews [52]. As communication and decision-making labor passes from the

patient to their caregivers near death [53], a similar transition happens with site authorship on

CaringBridge.1

2.3 Motivations for digital communication during health journeys

Patients use the internet to find information and support [54, 55]. For pursuing social connection

specifically, patients use the internet to overcome isolation, identify others with similar experi-

ences, reinforce existing relationships, and offset deficits in existing relationships [13]. Caring-

Bridge is designed primarily for reinforcing existing relationships [8]. However, the presence of

connections between authors (Chapter 4) and interest in connecting with fellow authors (Chap-

ter 5) indicates that authors are also using CaringBridge to address unmet needs [56] and build

supportive connections based on shared concerns [57]. These support-seeking behaviors result

in the formation of peer connections, which we discuss next.

Connecting with experientially-similar others is a key motivation for patients to participate

in online support communities [58, 59, 60]. Experientially-similar others serve as important

sources of support to both patients [59] and caregivers [61, 62]. For CaringBridge authors,

experiential similarity is entangled with the notion of authors as peers. We adopt the four-point

definition of peer suggested by Simoni et al.: (a) sharing personal circumstances i.e. some

form of health challenge, (b) obtaining benefits from peer support that derive from their status

as peers, (c) lacking professional training or medical credentials, and (d) “intentionally setting

out to interact with individuals they may or may not encounter in their everyday life” [63].

Finding peers to communicate with online is complicated by many individual factors [64]. I

study connections between peers—rather than other health relationships such as mentor/mentee

and medical professional/patient—as an opportunity to faciliate support exchange at scale and

outside the structural biases and inequalities in clinical environments [65, 66].

As CaringBridge most resembles individual health blogs, the motivations of CaringBridge

authors may differ from users of other kinds of OHCs. Blogging is fundamentally social [67].
1We will discuss account sharing in greater detail in Chapter 4.
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Health blogging fulfills both communicative and therapeutic roles [68], with patients sharing

their illness trajectories and processing their experiences through writing [69]. While blog-

ging may provide benefits to patients due to the expressive self-disclosure involved in writing

blog posts [70, 71], having responsive and interactive readers provides additional benefits [67].

McCosker and Darcy argue that connectivity between blog authors has the potential to sustain

health bloggers in their writings about their health journeys [68]. This dissertation focuses on

communication between blog authors as a potent opportunity for understanding the dynamics

that produce the benefits of these interactive connections.

2.4 Social support

Social Determinants of Health is a clinically-accepted framework identifying critical aspects of

human social life that influence individuals’ health outcomes [72].2 One key social determinant

of health in the context of OHCs is social support, since people engage with OHCs as a form

of support seeking [73, 13]. Meta-reviews reveal consistent associations between social sup-

port and a variety of health outcomes, e.g. mortality [74, 75, 76]. There is no single accepted

measure of social support; meta-reviews of studies in this area identify two broad types of mea-

sure [74]. Structural support aims to measure a person’s social roles and the interconnections

among their social ties. It is quantified via self-reported measures that capture the size and

structure of a person’s social network [77] and a person’s social integration [78] or social isola-

tion [79]. Functional support aims to measure “functions provided or perceived to be available

by social relationships” [74]. It is quantified via self-reported measures of both provided sup-

port [80] and perceived support [81, 82] (including perceived loneliness [83]). Social support

is complex, so multifaceted measures that combine both functional and structural support are

usually preferred [74].

In HCI, Shumaker and Brownell’s description of the potential benefits of social support re-

mains influential [84, 85]. Social support has a variety of types and associated potential mech-

anisms through which it create benefits for the receiver [85]. While receiving support via direct

interaction with a supporter has intuitive appeal, not all interaction is perceived as wanted or

useful, and in general there is mixed causal evidence for the benefits of online interaction-based

social support [7]. A gap between received and perceived support bedevils designers of social
2https://www.cdc.gov/socialdeterminants/index.htm

https://www.cdc.gov/socialdeterminants/index.htm
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support interventions: increased received support is only weakly correlated with perceptions of

that support [67, 59]. Perceptions of support are thus critical, and interaction is only relevant

given the context of the communicative act. Exposure to communicated health information

alone, for example, may not lead to greater support, but—when perceived as timely and rele-

vant [86]—informational support can increase adherence [87] and facilitate self-management of

symptoms [88, 89]. Perceived support is defined by self-perceptions and self-narratives [35, 39],

implying the benefits of “helper therapy”, where providing support to others is more beneficial

to the provider than the receiver [90]. Support needs differ over the course of a health journey,

and providing support presents an opportunity to “give back” and enact self-efficacy [35, 39]. A

wide variety of theories articulate the mechanisms and constructs of social support and support

by peers specifically [7, 59, 63, 65]. This dissertation uses theory only sparingly, to support the

construct validity of using specific proxy measures of support. I never measure support directly,

a limitation that prevents us from directly evaluating clinically-relevant outcomes from use of

CaringBridge.

2.5 OHCs as sources of interaction and support

OHCs are associated with a variety of positive and negative health outcomes for their users,

specifically due to the interaction that occurs on them [13]. Understanding this interaction in

more detail creates opportunities to improve the provisioning of support on OHCs. For patients,

use of OHCs is associated with greater perceived support [91, 58], writing higher sentiment

posts after interacting with others [92], engagement measures such as duration of stay in a com-

munity [93, 70, 94], perceptions of control over illness [95], and decreased mortality [74, 76].

Caregivers also benefit from use of OHCs in terms of reduced stress, although evidence linking

specific behaviors to outcomes for caregivers is more mixed than for patients [96, 97]. Despite

many benefits, making connections in OHCs can also have negative impacts on users, increas-

ing their stress and leading them to leave the community [13]. For patients, directly making

comparisons with other patients can be distressing [98], as can the sudden drop-out of key

community members [99]. Furthermore, who an OHC user interacts with and the type of their

interactions with others mediate both length of stay in the community and the benefits derived

from using it [93]. These mixed and contextual outcomes make designing for the formation of

new connections risky and motivate a careful analysis of communication preferences. There
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are two specific behaviors that deserve specific attention: reading about peer experiences and

interacting with peers.

Reading about peer experiences. Reading about the experiences of peers can be beneficial

even in the absence of interaction [7]. In addition to learning from the valuable information

contained in peers’ writing e.g. coping strategies [100], reading peer experiences can build a

sense of community [101]. Further, reading can reduce loneliness [102], contribute to feelings

of normalcy and hope [102, 103], reduce uncertainty and anxiety [100], and enable collec-

tive sensemaking about one’s journey [104]. In general, reading the experiences of others can

benefit readers by enabling positive and normalizing social comparisons to the experiences of

others [98, 105]. But, making social comparisons is not without risk: the negative experiences

of others can produce a sense of helplessness or increase distress [98, 106].

Interacting with peers. Interacting with peers offers many potential benefits—among them

are membership in a community, acquisition of new information, normalization of one’s ex-

periences, and relief from distress [13]. Online peer interaction can take three general forms:

providing support to others, receiving support from others, and forming reciprocal relationships.

As previously mentioned, the gap between perceived and received support makes providing sup-

port potentially more beneficial than receiving support [90]. Reciprocal peer relationships can

offer the best of both worlds, but also present significant risks in health contexts [13]. Stress can

increase if online contacts are doing poorly or doing well due to social comparisons [98]. The

sudden drop-out of a connection, due to churn or patient death, can also increase distress [99].

Further, peers might be unintentionally unsupportive due to differences in communication style

or support preferences [107]. Due to the risks of interacting with peers, interventions designed

to increase interaction cannot be deployed without careful evaluation of the risks and benefits.

Network formation in OHCs. This dissertation builds on foundational OHC research from

Bambina examining a health forum’s network structure and its impact on the transmission of

social support [14]. Bambina analyzed a static snapshot of the posts in a cancer forum with 84

active participants, finding a core of highly supportive participants with a long tail of periphery

members in the social network. The CaringBridge dataset enables research that addresses two

key limitations of Bambina’s work: (a) examining connections as a dynamic process rather

than as fixed in a static network snapshot, and (b) including non-interacting “lurkers”. With a

complete and dynamic view of the interaction network on CaringBridge, I focus on the creation

of new peer connections by authors (Chapter 4).
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Multiple factors are associated with new connection formation in OHCs. New connec-

tion formation is often motivated by shared social identity [108] and experience [103]. Meng

examined new connection formation in a weight management social networking site, finding

substantial homophily effects related to health condition [109]. Centola and van de Rijt find

similar strong homophily effects, noting that platform-specific traits—such as exercise pref-

erence in a fitness community—were less important in new health contact identification than

demographic traits [110]. In general, health-relevant traits contribute to the creation of specific

connections [111]. Outside of health, Seering et al. consider the immediate context (e.g. recent

messages) that leads to first participation on Twitch.tv [112].

2.5.1 Roles in OHCs

Users take varied roles in OHCs [113, 114]. Research examining roles in OHCs has tended to

focus on group [113, 115] or social roles [114, 116] that are defined by behaviors. For example,

Sharma et al. define a “seeker” role in a mental health forum as a person who makes a new

thread [116]. In contrast, I argue for a focus on structural roles that arise from a health event

that creates a patient and any number of non-professional auxiliary caregivers; these structural

roles are adopted by patients and caregivers and are defined by accompanying expectations and

responsibilities [117, 118]. The expectations of each role are associated with (but not defined

by) a set of behaviors that are “characteristic of the person in a particular setting” [119]. Thus,

patients and caregivers have different behaviors as they enact their role in an OHC. Patient and

caregiver responsibilities and behaviors may change frequently [9], but their role is relatively

stable. This stability contrasts with the frequently-shifting behavior roles identified by Yang et

al. in an online cancer forum [114]. Note that structural roles are not explicitly afforded via

the technical interface, in contrast to e.g. moderator roles on Wikipedia and other explicit roles

that have been studied online [120, 121]. People with the same structural role may be more

likely to interact with each other; Xu et al. found that online communication was more likely

to occur between Twitter users who had the same health role, such as “provider” or “engaged

consumer” [122]. We explore the interaction dynamics between patients and caregivers in detail

in Chapter 4.

Patients and caregivers communicate differently online, although these differences have re-

ceived little explicit focus. Lu et al.—a notable exception—identified differences in topic and

sentiment in posts written by patients and caregivers in an online health forum [123]. In this
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dissertation, however, we focus on supportive connections and the target of online interactions

by health role. OHCs may provide a particular opportunity for caregivers seeking support on-

line [124], as patients are given “interpretive precedence” in dealing with a health condition,

leaving caregivers without supportive relationships to understand their own role in a broader

health journey [125]. When caregivers can communicate with other caregivers digitally, they

develop more effective coping strategies for caregiving stress [126]. Offline, caregiver connec-

tions with other caregivers may be more passive than active; Gage suggests an important role

of serendipity in the formation of new connections [61]. In Chapter 4, I find that serendipity

plays a role in at least some of the connections on CaringBridge. I aim to understand the dif-

ferences in patient and caregiver communication on OHCs in response to a call for developing

a deeper empirical understanding of OHC participation [13], a context in which caregivers are

understudied [127].

2.6 Social support interventions

The archetypal peer support intervention is the support group [128]. Online support groups offer

similar approaches using a different medium, although generally still designed for and managed

in a clinical setting [129, 130]. Other clinical approaches bridge the gap to OHCs—for example,

Haldar et al. designed an OHC for people in the same hospital [34]. Peer support interventions

have potentially many goals in mind: providing social support, providing health information or

education, developing self-efficacy (e.g. by vicarious viewing of peer behavior [101]), adjusting

social norms (e.g. use of a particular health behavior), or even facilitating social movements for

patient advocacy [63, 35]. In 2004, Cohen expressed skepticism of peer support interventions

in general, identifying a string of peer support group studies finding null effects and arguing for

a focus on forming weak ties and propping up existing support networks [128]. Nearly 20 years

later, the challenges associated with designing effective peer support interventions remain [7].

As an intervention into people’s online social networks, we examine recommender systems as a

mechanism for encouraging initial interactions that can blossom into weak-tie relationships. In

general, recommendation is one approach to improving the quality of support received by peers

via matching peers by some measure of “fit”.

Peer recommendation can be conceptualized as a clinical decision support intervention that

provides filtered information to patients in order to improve their care. This dissertation focuses
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on non-clinical outcomes and evaluation approaches, but frameworks exist for reasoning about

the efficacy of clinical decision support interventions. For example, the “Five Rights” frame-

work encourages intervention designers to think carefully about who is being targeted, what

information is provided, where patients will encounter the intervention, how the intervention is

designed, and when to provide the intervention [131]. We study peer recommendation in a less

clinical context than most other clinical decision support interventions, but these five questions

remain important for designing and evaluating an effective intervention.

2.6.1 Health peer matching

Health peer matching has occurred largely in the context of hospital-attached programs where

mentors and mentees are matched by a 3rd-party broker, usually a nurse or program man-

ager [141, 135, 152]. Consider “woman-to-woman”, a peer support program for women with

gynecologic cancer: when a new participant expresses interest in the program, the program

manager selects a match “of similar diagnosis and age” from a pool of volunteer mentors [136].

In contrast, online peer recommendation is not constrained to formal mentor/mentee pairings

and can draw from a much larger pool of prospective “volunteers” at the cost of the clear ex-

pectations that come with structure and a human coordinator. I aim to seriously evaluate non-

coordinated peer matching as a social support intervention (Chapter 5).

Little explicit guidance exists for peer matching [133, 63]. Table 2.1 lists peer character-

istics identified in prior work as salient or important for effective peer matching. I distinguish

these characteristics as either proposed as an implication of a particular study, used in prac-

tice to match peers in a study or support program, or expressed by participants as preferences

for or barriers to effective peer support. There are even more characteristics I omitted from

the table, including abilities/skills [134], specific needs [64], interaction medium preferences

(e.g. email) [142], and existing social connections [142].

While not intended to serve as a rigorous meta-review, this existing literature suggests a

wide range of potential characteristics to incorporate in a peer recommender system. While

several works have collected empirical data on preferred peer characteristics in support settings,

minimal comparative work exists to identify the most important characteristics [63]. Hartzler

et al. are a notable exception, running scenario-based sessions in which participants explicitly
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Table 2.1: Peer characteristics identified in prior work as important for effective peer matching.

Peer Characteristics Proposed Used
Expressed
Preference

Health

Diagnosis
[10, 132, 133]
[64, 134, 102]

[135, 136, 137, 138, 57]
[139, 140]
[141, 142]

Treatment [132, 64] [143, 57]
[139, 141]
[142]

Symptoms [144] [142]
Severity [64, 102] [145]
Timeline [9] [139, 142]
Health role [10] [139]
Relevant knowledge [134] [87] [139, 146]

Demographics
Age [132, 133, 64, 102] [139, 135, 137, 143, 87] [139, 142]
Gender [132, 133, 64, 147] [148, 143, 138, 139, 87] [139, 145]
Ethnicity [149, 87] [150]
Sexual orientation [145]
Nationality [139]

Life
Geography/location [10, 133, 102] [149, 148, 138, 57] [139]

Cultural values/background [132, 151] [135, 136]
[140, 150]
[142]

Employment [87] [142]
Religion [135]
Politics [145]
Socio-economic status [141]
Education level [142]

Social role [114, 102, 63] [136] [139]
Marital status [64] [143, 87] [139]
Has children? [135, 137, 143] [139]

Language [136]
Other

Communication style [42] [139] [141]
Lifestyle [148] [140, 142]
Interests [152, 57] [142]
Personality [148] [146, 141]
Commitment to supp-

ort & recovery
[144] [140, 146]
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evaluated five potential peer mentors based on provided health information [139]. Boyes sur-

veyed cancer patients about the importance of specific shared characteristics such as gender,

age, and cancer type, although this data is currently unpublished [132].

2.6.2 Algorithmic recommendation for peer matching

Few published works explicitly discuss computational recommendation systems for online health

communities. Hartzler et al. matched peer mentors on the basis of shared health interests,

language style, and demographics—as extracted from prior posts made in the CancerCon-

nect OHC—although they evaluated these matches in workshop interviews rather than actual

use [139]. The other notable example is described only in Diyi Yang’s thesis: Yang developed

and deployed a recommendation system in the American Cancer Society’s Cancer Survivor Net-

work (CSN) forums “to direct participants to useful and informative threads that they might be

interested in” [153]. They evaluated a model based on implicit feedback from prior comment-

ing behavior by presenting recommended threads and users within the CSN interface, reporting

greater thread click-through rate compared to a baseline model recommending recently popular

threads.

Outside of health, a variety of problem formulations and modeling methods have been used

for the problem of recommending people. For the reader familiar with supervised learning,

recommendation models follow a similar formulation: optimizing a loss function that compares

the model’s output to “ground-truth” labels: explicit or implicit feedback provided by users. Xu

et al. present a useful review [154]. Use of implicit behavioral feedback is based on relevance

assumptions, e.g. that clicked items are relevant while non-clicked items are not relevant [155],

which may not hold true in practice [156, 157]. Given historical user/item pairs, one can then

optimize a pointwise loss that rewards high scores for assumed-relevant user/item pairs and low

scores for assumed-irrelevant user/item pairs. Input features vary from IDs for the user and

item—which gives the classic matrix factorization approach to collaborative filtering [158]—to

side information about the context where the recommendation was generated (e.g. the time and

place) or content (e.g. prior comments) from the user or item [159, 160].

Person-to-person recommendation is typically modeled using similar methods as user/item

recommendation. Facebook’s deep learning recommendation model (DLRM) represents a com-

mon approach, using embeddings for categorical features (including user IDs) and MLPs for
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creating dense representations of other features, then combining all representations with a fi-

nal MLP [161]. Less recently, other sites have used approaches based on neighborhoods and

similarity of interactions to connect with strangers specifically. Twitter’s “who to follow”

recommendations used an alternative approach similar to PageRank that uses only the exist-

ing follow network to make recommendations [162]. Guy et al. explicitly attempted to rec-

ommend strangers in an enterprise setting based on number of shared interests and member-

ships [163]. The modeling problem closest to peer recommendation may be romantic relation-

ship recommendation, a context that aims to encourage interaction between users and values

reciprocity [164, 165].

2.6.3 Alternatives to recommendation

Recommendation is not the only available mechanism for facilitating online peer connections.

Two notable alternatives are improving search and filter tools and designing enriched pro-

file pages to make it easier to represent one’s diagnosis, expertise, and support needs [104].

Search is challenging in situations where a user’s needs are known only implicitly to the user

or are challenging to express in terms the system will understand [166]. We suggest that peer

support finding is an exploratory [167] search task (e.g. see Pretorius et al.’s discussion of

person-centered help-seekers [168]). Even with rich peer profiles available, it is challenging

for searchers to formulate a query that captures their needs and intent [169, 170]. Other search

systems for finding people—such as expertise-finding systems—were created based on inter-

faces designed to capture users’ needs in a domain-specific query [171]. Mindsets is a recent

example of the design work needed to capture domain-specific intents during query formula-

tion [169]; additional research is needed in the peer support context to capture support seekers’

and providers’ intents. In contrast to search, recommendation offers opportunities to engage

with potential peers without explicitly articulating a person’s current needs.



Chapter 3

Tracing cancer patient behavior in an
online health community

How do authors use CaringBridge during their health journeys? In this chapter, we focus on

cancer patients in order to understand the experience of authors on CaringBridge, including

when they join and leave CaringBridge and the responsibilities they discuss. To do so, we con-

struct user models based on authors’ unstructured text data. To classify this text data, we used

conceptual categories arranged in a taxonomy. In many contexts, useful taxonomies can be

defined via the incorporation of qualitative findings, a mixed-methods approach that offers the

ability to create qualitatively-informed user models. But operationalizing taxonomies from the

themes described in qualitative work is non-trivial and has received little explicit focus. Thus,

we propose a process and explore challenges bridging qualitative themes to user models, for

both operationalization of themes to taxonomies and the use of these taxonomies in construct-

ing classification models. For classification of new data, we compare common keyword-based

approaches to machine learning models. We demonstrate our process to understand cancer pa-

tients on CaringBridge, constructing two user models tracing cancer patient experience over

time. We identify patterns in the model outputs for describing the longitudinal experience of

cancer patients and reflect on the use of this process in future research. The contents of this

chapter were previously published at the ICWSM conference [9].

20
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3.1 Introduction

Social media data offers the promise of human behavioral insight that is temporally linked and

captured contemporaneously with that behavior [16]. While much of this data is unstructured,

methods for identifying patterns—such as supervised machine learning—are increasingly being

used to extract structure for further analysis [172]. Developing computational models to do

this data extraction requires defining a taxonomy: the explicit structure to extract from the

underlying social media data. For example, to identify targets of online hate, Salminen et al.

defined a complex taxonomy capturing the nuances of hate speech [173]. Researchers use

taxonomies that are created by experts, derived unsupervised from the data, or adapted from

prior work. In this chapter, we create taxonomies directly from themes identified in qualitative

research.

The incorporation of qualitative research into user modeling is beneficial because mixed

methods enable researchers to triangulate their understandings, refine theory, and make use

of the strengths of both qualitative and quantitative methods [174]. However, the themes and

implications described in qualitative work cannot be taken “as is” as a taxonomy. Even when

qualitative themes have an appropriate level of granularity for the research question at hand [29],

an explicit mapping of themes to divisions in the data must be constructed to derive quantitative

models. In this work, we focus on the problem of bridging existing qualitative work to com-

putational user models built from social media text data. We consider bridging as a two-stage

process involving (1) operationalization of qualitative themes into a taxonomy, and (2) classi-

fication of the data based on that taxonomy. This process has received little explicit focus in

prior research; we argue that developing an operationalization process for qualitative themes

can better enable the incorporation of qualitative insights into user model taxonomies.

We implement an operationalization method for identifying taxonomic boundaries for two

qualitative frameworks in the cancer domain, identifying critical challenges in this process.

These taxonomies seek to support modeling based on user-generated text. Two common ap-

proaches to this are identifying keywords that signify inclusion in a particular taxonomic cate-

gory versus supervised machine learning based on human annotation of text into the taxonomic

categories. We conduct empirical comparisons of these two approaches for classification of

categories in the derived taxonomies.

Our present study is motivated by research questions related to cancer patients’ labor and



22

their use of online health communities (OHCs). Substantial sources of social media data capture

the experiences of cancer patients, but no existing operationalizations bridge these data to the

extensive qualitative work describing the experiences and needs of cancer patients. By bridging

existing qualitative health theories into computational models of patients’ OHC use, these mod-

els can inform the delivery of digital services [46]. From qualitative frameworks developed by

Jacobs, Clawson, and Mynatt [39] and Hayes et al. [40], we iteratively develop taxonomies for

classifying cancer patient responsibilities and temporal cancer phases. We use supervised ma-

chine learning to construct computational models that trace cancer patients’ experiences through

their OHC posts.

The contributions of this work are (1) an articulation of a bridging process between qual-

itative themes and quantitative models, (2) a comparison of two classification methods for

taxonomies—supervised machine learning and keyword-based classifiers, and (3) the exten-

sion of two existing qualitative frameworks to a novel social media context. Our proposed

bridging process builds towards researcher triangulation of findings across methodological ap-

proaches to build more robust user models. We describe our application of the two stages of the

bridging process in the Operationalization and Classification sections, then reflect on the two

models’ validity and predictions in the Model Analysis section. In the Discussion, we identify

implications for future researchers using this method.

3.2 Related Work

Social media data contains traces of human activity that, if structured, can reveal human behav-

ior [16, 17]. The unstructured text of social media data constitutes a trace of human behavior,

and those texts can inform us about humans’ behaviors and beliefs [18]. Social media text has

been used to infer ideology [19], personality [17], nutrition [20], and other aspects of human

experience. Behavioral analysis via social media is often used to explore human behavior dur-

ing periods of change like the birth of a child or a health crisis, as we do here [21, 3]. In the

next two sections, we discuss background on taxonomies and classification.
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3.2.1 Operationalization of Taxonomies

To create user models, researchers define taxonomic categories of behavior from three non-

exclusive sources: unsupervised machine learning, experts, and qualitative inquiry. Unsuper-

vised machine learning defines categories and the boundaries between them directly from pat-

terns in the data, but it can be hard to validate automatically-inferred patterns or to determine

their relevance to the research question at hand [23]. But, questions can be asked and answered

using the resulting taxonomies without strictly adhering to prior expectations [24].

Expert-derived taxonomies are built from close collaboration with domain experts [25, 26],

a manual reading of existing literature in the target domain [3, 27], or from codebooks of key-

words uncovered from “expert” Internet sources [28]. While these taxonomies gain validity

from their basis in expert knowledge, this top-down approach may limit the ability to detect

novel categories in the data and in many cases the relevant domain expert may not exist.

An alternative is to operationalize a taxonomy from qualitative work, which is the approach

we explore. Zhang, Culbertson, and Paritosh aimed to develop a taxonomy from prior work,

but found that existing work was too narrow, instead iteratively developing their own taxon-

omy with experts [29]. Singer et al. used hand-coded survey responses to construct a taxonomy

and validated it with an additional survey [30]. While it is ideal for quantitative researchers to

collaborate closely with qualitative ones on the same research questions, requiring that quali-

tative and quantitative experts work together synchronously limits the community’s ability to

learn from the existing body of qualitative work [31]. By articulating a process of taxonomy

operationalization from qualitative themes, user models benefit from existing bottom-up work.

3.2.2 Classification of Social Media Data

Once taxonomies are defined, two primary approaches are used to classify available text data:

the use of specific word patterns by lexical analysis of texts through the discovery of words

closely related to a desired category [175] (i.e. keyword-based approaches) and supervised

machine learning (ML).

Keyword-based approaches are appealing because they are interpretable and require no

human annotation of data. These approaches often involve soliciting keywords from an ex-

pert [26]. The line between building a taxonomy from “constructs of interest” [175] and select-

ing keywords to use in that taxonomy is often blurred e.g. in [176]. Such approaches run the
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risk of missing important variants of the phenomena under study [173] and may need additional

human validation [177].

In contrast, supervised ML can result in higher precision than keyword lists on social media

data [177] and find patterns that are more generalizable and robust [29]. We compare supervised

ML to keyword-based approaches to further articulate the trade-offs of interpretability versus

robustness.

3.3 Study Design

We investigate the proposed bridging process in the context of cancer patients’ OHC posts. In

this section, we provide the relevant qualitative background (3.3.1), describe the OHC (3.3.2),

and discuss the selected data (3.3.3). Subsequent sections describe the operationalization, clas-

sification, and finally analysis of the model outputs, with each section addressing the methods

used and our results.

3.3.1 Cancer patients and OHCs

Online health communities (OHCs) are used by patients and caregivers to seek social sup-

port [178]. We focus on patient use of CaringBridge, an online health community. Responding

to the call for catalyzing social support by understanding and enhancing OHCs [179], we use

unstructured text of patient posts to model their use of CaringBridge. In contrast, most prior

user modeling health research has relied primarily on structured health information like self-

reported condition [180]. In the next sections, we discuss the theoretical foundations from

which we operationalize taxonomies.

Phases and transitions

The concept of cancer phases are used by patients to self-characterize their needs [44], in med-

ical research to organize programs of care [45], and as the basis for prior HCI research [46]. In

this work, we adopt the phase model of cancer articulated by Hayes et al. [40] and adapted by

Jacobs, Clawson, and Mynatt [39] to describe commonalities in patients’ experiences of their

cancer journeys.

While we are the first to use Hayes et al.’s phases in quantitative modeling, Wen and Rose

used an earlier iteration of this phase model to identify cancer disease trajectories, although
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their emphasis is on phase boundary identification via automatic event extraction [48]. Liu,

Weitzman, and Chunara utilized supervised ML of social media posts to identify drinking be-

havior through a series of discrete stages [25]. Although conceptually similar to phases, their

stage taxonomy was developed with the input of domain experts. We utilize a similar modeling

approach and follow their lead in the use of active learning. Other established stage/phase mod-

els, like the widely used transtheoretical model (TTM) of health behavior changes, are used as

the basis for taxonomies that are tweaked by experts [49]. The TTM has been refined through

both theory-building and empirical validation over many years [181]; in contrast, the Hayes

et al. phase model is based directly on qualitative work and has not yet been explored in di-

verse contexts. Our operationalization contributes to a broader effort of theoretical refinement

[22]. On the quantitative side, concepts similar to phases have been operationalized via discrete

observable keyword-patterns e.g. for the identification of recovery events [182].

Cancer journey framework

Jacobs, Clawson, and Mynatt articulated a cancer journey framework (CJF) from qualitative

interviews with cancer patients [39]. The CJF is organized into three dimensions: responsi-

bilities, challenges, and how the cancer journey influenced patients’ daily life. We focus only

on the responsibilities, defined by Jacobs, Clawson, and Mynatt as “the multiple tasks that are

placed on patients during each of the cancer journey phases”, referring to the phases described

by Hayes et al. [40]. Qualitative exploration of the dataset indicated that the other two di-

mensions were seldom visible in the details of patients’ posts. The responsibilities and their

corresponding phase assignments are listed in Table 3.1, along with abbreviated responsibility

codes used where space is limited. Responsibilities are purposeful and goal-oriented tasks that

are required of the patient because of a cancer diagnosis; for example, one task associated with

the Preparation responsibility would be getting a wig fitting in advance of anticipated hair-loss

due to treatment.

CaringBridge is designed to support patients’ communication with their extended sup-

port networks [41]. Therefore, we expected that patients would discuss their responsibilities

with their CaringBridge support network. While there is a tension between managing self-

presentation and “sharing information related to specific needs and desires” [42], we treat pa-

tient’s discussions of their responsibilities on CaringBridge as veridical representations [43] of

their real-world responsibilities. In particular, we assume patients may omit responsibilities
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from discussion on CaringBridge but will not fabricate them, such that our computational mod-

els can be taken as a high-precision view of cancer patients’ responsibilities. By classifying

these responsibilities on CaringBridge, we aim to conceptualize patients’ communication of

their labor.

We selected the CJF and the Hayes et al. phase model for use in this bridging process based

on our broader research question, which was related to understanding patient labor needs over

time so that we can design more effective, personalized online interventions to meet or reduce

those needs. We offer no guidance on the identification and selection of qualitative frameworks

for this bridging process other than alignment with the research question of interest; this is an

important theoretical problem that deserves additional attention in future work. We acknowl-

edge a broader tension in qualitative research regarding the generalizability of qualitative work;

while not all qualitative work is intended to generalize, we select frameworks that comprise

“in-depth analysis of specific, local phenomena, with the intention of generalizing to other sites

and other people” [183]. Our bridging process builds on that intention.

End-of-life

The CJF was developed through retrospective patient interviews. Thus, one limitation is that

it necessarily omits cancer journeys that conclude with the death of the patient. OHCs have

a role to play in end-of-life situations, as the use of technology to aide in communication and

support coordination is important to patients’ quality of life during hospice [50]. Online hos-

pice communities have been studied for their role facilitating social support during hospice

care [51], but OHCs like CaringBridge have not been specifically investigated in this context.

While most studies of technology use at end-of-life have relied on retrospective interviews [52],

CaringBridge provides an opportunity to explore the use of technology at end-of-life contem-

poraneous with the dying experience. As communication and decision-making labor passes

from the patient to their caregivers near death [53], we expect that many aspects cannot be cap-

tured via the patient’s own writing; however, these data remain a unique opportunity to analyze

responsibilities articulated during the end-of-life phase.
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3.3.2 CaringBridge research collaborative

This work was conducted during a research collaboration between CaringBridge (CB) and the

University of Minnesota. CB is a global, nonprofit social network dedicated to helping family

and friends communicate with and support loved ones during a health journey.

Platform description

CaringBridge.org offers individual sites for users—free, personal, protected websites for pa-

tients and caregivers to share health updates and gather their community’s support. Each site

prominently features a journal, which is a collection of multiple health updates by or about a

patient. Updates are comprised of text and are timestamped with a creation date and time. This

terminology reflects that used by Ma et al. [70].

Data description and ethical considerations

The complete dataset used for this analysis includes de-identified information from 588,210

CaringBridge sites created between June 1, 2005 and June 3, 2016. The site data were acquired

through collaboration with CB leadership in accordance with CB’s Privacy Policy & Terms of

Use Agreement. The study in this chapter was reviewed and deemed exempt from further IRB

review by the University of Minnesota Institutional Review Board. We acknowledge the tension

in HCI between open data dissemination [184] and the ethical necessity to protect participants’

rights and privacy [185]. As CB data are highly sensitive, we opt not to publicly release the

dataset used for analysis in this chapter or to use crowdsourcing for annotation. In compromise

between replicable science and the ethical protection of participants’ privacy, we welcome in-

quiries about the dataset by contacting the authors. We do release our taxonomy definitions and

analysis code.1

3.3.3 Study data selection

Most sites in the CB dataset are not relevant to this study, as the CJF and phase model articulate

themes only for cancer patients. We include only sites that self-reported cancer as the health

condition category at the time of site creation. For ethical reasons, we further omit sites deleted
1github.com/levon003/icwsm-cancer-journeys

github.com/levon003/icwsm-cancer-journeys
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Code Responsibility Phase

CO Communicating the disease to others PT
IF Information filtering and organization PT

CD Clinical decisions PT
PR Preparation PT
ST Symptom tracking T
CS Coordinating support T
SM Sharing medical information T
CP Compliance T
MT Managing clinical transition T
FM Financial management T
CM Continued monitoring NED
GB Giving back to the community NED
BC Health behavior changes NED

Table 3.1: Patient responsibilities in the CJF and the phase within which that responsibility was
organized. Phase is either pretreatment (PT), treatment (T), or no evidence of disease (NED).

by the site authors. To account for shifts in the design and demographics of CaringBridge over

time, we include only sites created in 2009 or later. We focus on completed sites, ones with their

final journal updates made before April 1st, 2016 (two months before the end of the dataset’s

span). We analyze only sites active enough to capture part of the patient’s cancer journey, which

we define as sites with at least five journal updates spanning at least one month.

Finally, as sites may have multiple authors and we are only interested in sites written by pa-

tients themselves, we exclude sites in which fewer than 95% of the updates were authored by the

patient. We identify updates as patient-authored or not using a binary Vowpal Wabbit logistic

regression classifier with L2 regularization [186]. Hashed unigram and bigram bag-of-words

features were used. During data exploration, two researchers annotated updates as evidently

patient-authored or not. Agreement was generally high (Cohen’s κ = 0.72), disagreements

primarily arising from very short updates. To improve classifier accuracy and address biases

potentially introduced via non-random sampling of updates for annotation, we conducted sev-

eral rounds of uncertainty sampling, resulting in a training set of 1,035 updates. This classifier

achieved an accuracy of 92.5% on a held-out validation set of 258 updates, which we determined

to be sufficient for the accurate identification of sites primarily authored by patients. During ran-

dom sampling of sites for the human annotation described subsequently, we observed no sites
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that were not primarily patient-authored. After the exclusion of sites based on the authorship

classifier, we selected 4,946 sites for subsequent analysis (described in Table 3.2) containing

158,597 updates.

Journal
Updates

Median: 22 updates
M=32.1; SD=43.7

Site
Visits

Median: 1017 visits
M=2099.2; SD=4136.9

Survival
Time

Median: 8.2 months
M=12.9; SD=13.3

Breast 2752 (55.6%) Leukemia 209 (4.2%)
Lymphoma 597 (12.1%) Ovarian 169 (3.4%)

Other 380 (7.7%) Lung 168 (3.4%)
Not Specified 257 (5.2%) Myeloma 120 (2.4%)

Colorectal 225 (4.5%) Brain 69 (1.4%)

Table 3.2: Descriptive info about the 4,946 selected CB sites. Survival time is the time elapsed
between the first and last journal update on a site.

3.4 Operationalization

3.4.1 Operationalization Methods

We define operationalization as the construction of a structured taxonomy from description of

themes in existing qualitative theory. Following Zhang et al. [187], we suggest that not all

themes may be useful in the target social media context; rather, the operationalization pro-

cess creates a “shared vocabulary” that identifies conceptually coherent categories. Echoing

Figueiredo et al. [188], the qualitative framework is a lens— a “conceptual framework to rec-

ognize and compare”—to understand the relationship between patients’ writing on CB and the

taxonomic categories.

Tangibly, operationalization involves a mapping between indicators in the data and partic-

ular qualitative themes. These mappings define the categories in the taxonomy. We opera-

tionalize two taxonomies from the phase and responsibility frameworks discussed in Section

3.3.1. In a social media context, data indicators are units of text that relate to the qualitative

framework. For example, we defined a particular responsibility to be present in an update if
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the author explicitly acknowledges having done a related task or having a need for a related

task; a patient’s description of a task indicates the presence of a responsibility. The taxonomy

codebook describes which task descriptions indicate particular categories. We focus on indica-

tors of responsibilities that require human but not specific-domain expertise to identify [187]; in

particular, it’s not at all clear what if any domain expertise could exist for responsibilities given

that the indicators are non-medical.

For both phases and responsibilities, we created initial category descriptions directly from

the theme descriptions in the corresponding qualitative work. We conducted multiple rounds of

annotation followed by discussion to resolve disagreements, resulting in updates to the taxon-

omy in the form of examples and guidance for annotators. Such iterative processes are widely

used in codebook development [27, 176, 189]. Annotators could assign as many responsibility

labels to an update as evidence indicated, while phase labels were initially treated as mutually

exclusive. Four researchers participated in codebook development and annotation, all famil-

iar with CaringBridge data but not medically trained. Two of these researchers functioned as

primary annotators, together annotating the majority of labeled data. Each round of annota-

tion consisted of the primary annotators independently labeling 20 randomly sampled sites and

computing Cohen’s κ to assess the level of inter-rater reliability (IRR). After taxonomies were

defined, we annotated additional sites to provide data for the training of classification models.

Phase Occurrence Disagreement κ

PT 7.4% 5.5% 0.91
T 69.7% 7.4% 0.94
EOL 1.9% 0.2% —
NED 6.4% 3.6% 0.95
Overall 99.62% 10.2% 0.93

Table 3.3: Annotated phase occurrence proportions and IRR. Disagreement is the percentage of a
phase’s occurrence in multi-annotated updates with disagreement. Cohen’s κ is reported for two
coders’ annotations of 31 sites containing 619 updates; none of these sites contained EOL updates.
Overall stats describe updates annotated with any phase.
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Responsibility Occurrence Disagreement κ

CO 1.3% 2.3% 0.00
IF 7.5% 17.0% 0.06
CD 3.4% 6.1% 0.21
PR 14.4% 26.2% 0.22
ST 20.4% 32.9% 0.15
CS 9.2% 12.9% 0.43
SM 52.4% 16.7% 0.57
CP 46.6% 26.8% 0.45
MT 12.3% 22.9% 0.13
FM 1.8% 2.6% 0.42
CM 5.0% 7.4% 0.32
GB 2.6% 4.8% 0.42
BC 2.6% 4.4% 0.44
Overall 96.19% 85.2% 0.10

Table 3.4: Annotated responsibility occurrence proportions and IRR. Disagreement is the per-
centage of a responsibility’s occurrence in multi-annotated updates with annotator disagreement.
Cohen’s κ is reported for two coders’ annotations of 20 sites containing 471 updates; the six em-
phasized responsibilities are used for future classification. Overall stats describe annotated updates
containing at least one responsibility, where κ evaluates agreement with the requirement that both
annotators agree on all responsibilities for that journal.

3.4.2 Operationalization Results

We identified two challenges common to both phase and responsibility operationalization: in-

terrogating thematic boundaries and mapping the conceptual to the observable.

Interrogating thematic boundaries

We experienced challenges developing distinct boundaries between themes from the indicators

in the text. For the phase taxonomy, we began our exploration using all five phases described

by Hayes et al. [40]: screening and diagnosis, information seeking, acute care and treatment, no

evidence of disease, and chronic care and disease management. We observed that “screening

and diagnosis” and “information seeking” were intertwined; updates in the first few weeks of a

site described experiences with no clear correspondence with exactly one of the phase themes.

We merged these themes into a single “pretreatment” phase that encapsulates the qualitative

descriptions of both, constructing a taxonomy with four categories: pretreatment (PT), treatment
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(T), no evidence of disease (NED), and chronic care and disease management (EOL). Hayes

et al. included discussion of the valid transitions between phases (depicted in Figure 3.1 as

arrows), which we found to cohere with the data patterns we observed i.e. we observed no

transitions other than those indicated. To complete the phase taxonomy, additional rounds of

annotation focused on clarifying the most relevant thematic boundaries—PT/T and T/NED—

and adding examples to the annotation guidance e.g. identifying medical port insertion as a

common transition from PT to T.

For the responsibility taxonomy, we observed two distinct types of indicators that referred to

the CJF’s Support Management responsibility. The patients’ literal descriptions of coordinating

support blended with the sharing of medical information by authoring the CB update. We

split Support Management into two new responsibilities—Coordinating Support and Sharing

Medical Info—each defined from subsets of the CJF’s description of Support Management.

This split enabled us to disentangle acknowledgements by the patient of support coordination

apart from the act of writing updates on CB. Pooling could be used for later analyses, but

we embraced the suggestive split in the data. With 13 responsibilities, we had many more

boundaries to negotiate and discuss, finding that a single task indicator may correspond with

multiple responsibilities in an ambiguous way.

Mapping conceptual to observable

In mapping conceptual themes to observable units of data, some indicators were ambiguously

linked to one or more categories. For the phase taxonomy, we observed updates that described

transitions between phases or for which phase could not be confidently identified. To address

this challenge, we allowed annotators to select up to two phases for a single update and intro-

duced an “Unknown” checkbox to the annotation interface to indicate uncertainty.

For the responsibility taxonomy, we observed that many responsibilities were ambiguous

within the data, consistently finding low IRR despite multiple rounds of iteration and discussion.

In the final round of iteration, we adapted a method described by Schaekermann et al. [190] to

conduct a more detailed disagreement discussion process for the seven responsibilities for which

we found IRR to be the lowest. This process consisted of (i) an evidence-finding phase in which

an annotator was asked to highlight specific textual evidence for a particular responsibility’s

presence in an update, followed by (ii) a reconsideration phase in which annotators who had

not indicated the presence of that responsibility were asked to consider the presence of that
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responsibility in light of the textual evidence provided by another annotator. 25.7% of 152

updates reconsidered in this discussion process resulted in irresolvable disagreement i.e. the

primary annotators continued to disagree. Furthermore, after subsequent annotation of 20 sites

to compute IRR (Table 3.4), three of the seven responsibilities involved in the disagreement

discussion process achieved lower agreement compared to scores on a prior annotation set. The

high amount of irresolvable disagreement indicates high ambiguity in those responsibility’s

themes. We return to this point in Section 6.

Complete taxonomies

For phases, we defined taxonomic categories over two rounds of iteration, finding high annotator

agreement as shown in Table 3.3. Patterns between the annotated phases are shown in Figure

3.1. For responsibilities, we defined taxonomic categories over five rounds of iteration. Table

3.4 shows low annotator agreement for many responsibilities. Low-agreement responsibilities

like Preparation may not be useful in describing patient behavior in a social media context

without further qualitative elucidation of those responsibilities; as it stands, the mapping from

the conceptual to the observable is too ambiguous. As we turn to classification, we drop the

lowest-agreement responsibilities and focus on the six responsibilities with Cohen’s κ > 0.4.

This division is arbitrary, but reflects commonly used guidelines indicating κ > 0.4 as moderate

agreement [191].

Total human annotations of sites and updates following the final iteration of both taxonomies

are shown in Table 3.5. During random sampling, we observed only a single site that ended in

the death of the patient, which ran counter to a finding from Ma et al. that 37% of cancer sites

on CB do so [70]. We speculated that patient-centered narratives are less likely to provide

clear indicators of patient death. To investigate end-of-life sites more carefully, we identified a

high-precision filter to identify candidate sites that may contain such updates. We filtered to 63

sites using the conjunction of predictions from a death classifier developed by Ma et al. [70],

a keyword list2, and sites that ended with a non-patient-authored update. After annotation of

these sites for phases, we determined that 82.5% of them contained end-of-life updates.

2Keywords used: hospice, funeral, death, passed away, obituary, wake, commemoration
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Sampling: Random Uncertainty Death
S U S U S U

Cancer Phases 109 2791 28 278 63 3852
Responsibilities 82 1891 23 34 — —

Table 3.5: Human annotation counts in terms of number of sites (S) and number of journal updates
(U).

89.4%

EOL I 0.5%
F 27.1%

 PT I 56.2%
F 3.0%  T I 43.3%

F 27.1%

NED I 0.0%
F 42.9%

0.7%

22.5%

77.6%

100.0%

1.7%

10.6% 97.3%

Figure 3.1: Phase transition probabilities based on human-annotation. Each phase indicates the
percentage of sites with an initial (I) and final (F) update in this phase.

3.5 Classification

3.5.1 Classification Methods

Using the complete taxonomies operationalized from qualitative work, we classify CB updates

by taxonomic category. We train supervised ML models from the data annotated during the

development of the taxonomies. We compare the ML classifiers to keyword classifiers that

assign a category label to an update if it contains one of the words on a keyword list defined for

that category.

ML classifier

We formulate both phase and responsibility identification as multilabel classification problems.

For phases, the prediction target is a 4x1 vector of labels corresponding to the four phases,

whereas for responsibilities the prediction target is a 6x1 vector. To make use of correlations

between the classes, we evaluate multilabel models rather than transforming the problem to in-

dependent binary classification problems [192]. We remove from consideration all updates with

fewer than 50 characters of text content between the title and body text. All models were trained

using Vowpal Wabbit [186]. After evaluating several models, we achieved the best performance
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with cost-sensitive one-against-all (CSOAA) regression models, with human annotations con-

verted to costs in the (0,1) range to be predicted by the regressions. We use hashed unigram,

bigram, and skip bigram text features extracted from the title and body text of each journal.

CSOAA is a binary logistic regression model per label with weighting applied to minimize

false positives [193]. Performance could likely be improved through the use of a state-of-the-

art NLP classification model e.g. [194] or through alternative problem formulations e.g. phases

as sequences [49]; the models we present here represent a proof of concept and a reasonable

ML baseline against which the keyword classifiers may be compared. We found that classifi-

cation performance was not particularly sensitive to the choice of ML model among the linear

classifiers we evaluated.

In the phase model, we make use of both annotator uncertainty and annotator disagreement

to increase the cost of human-assigned phases by 0.2 when ‘Unknown’ is selected and 0.1 when

two annotators disagree on an update. We also include contextual information from the two

prior updates on the site, adding features from those updates’ text and the number of seconds

elapsed since those updates.

For training and validation, we used human-annotated journal updates obtained after the

final taxonomic iteration. After training initial models, we utilized uncertainty sampling to

identify additional updates for annotation (Table 3.5). To improve the phase model, we iden-

tified additional sites by averaging uncertainty metrics across all updates on a site.3 We also

selected sites that generated erroneous tags or erroneous transitions, e.g. an update tagged PT

and EOL, or a transition from NED to PT. For the responsibility model, we sampled individual

journal updates.4

We evaluate the performance of the two classifiers using means from fifty executions of 20-

fold cross validation. To avoid leaking specific author information into the validation set, CV

folds are generated at the site level, with all annotated updates from any specific site appearing

in just the training or the validation set.
3We used three uncertainty metrics defined by Li and Guo [195]: entropy, distance to the decision threshold, and

maximum separation margin.
4We used two uncertainty metrics appropriate for multilabel classification defined by Li and Guo [195]: maxi-

mum separation margin and label cardinality inconsistency.
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Keyword classifier

A keyword-based classifier assigns a class label to an update if it contains one of the words on a

keyword list defined for that class. While keyword lists are constructed in many ways, we invert

the problem and ask: regardless of the keyword selection method, what is the best performance

that can be achieved by an optimally-selected keyword list? We develop keyword classifiers to

reflect two definitions of “best performance”: maximum precision and maximum representa-

tiveness. Following a common requirement that keyword lists have near-perfect precision, we

first identify a keyword list for each class that ensures perfect precision and the highest possible

recall. While identifying the optimal keyword list is NP-hard, we represent the selection of the

keyword list for each class as the maximum k-cover problem and approximate the optimal lists

through a well-known greedy algorithm5 [196]. In this formulation, for each class label c, we

identify a set W+ of words appearing only in updates assigned c and a keyword list containing

k words in W+ covering the maximum number of updates annotated with c. As keyword lists

contain only words in W+, each keyword list ensures 100% precision but unknown recall. For

this evaluation, we allow the keyword lists’ “words” to contain unigrams or bigrams and remove

English stopwords from consideration. We evaluate the generalizability of these keyword lists

via 10-fold cross validation.

We build a second set of keyword-based classifiers to represent situations where keyword

lists are constructed from the words that are most “representative” of each category and for

which perfect precision is not a requirement. We identify words that are most associated with

each phase and responsibility using frequency-based odds ratio—a measure used in prior OHC

work [49]. If fc(w) is the number of updates assigned class label c that contain word w, then

OR(w, c) = (fc(w) × fc̄(w̄))/(fc(w̄) × fc̄(w)). For each class label, the keyword list con-

tains the k non-stopword unigrams with the highest odds ratio that appear in at least 10% of

updates assigned that class label. These lists contain the words that are most representative

of the category relative to the other categories and may better reflect the possible output of an

expert-driven keyword identification process. We evaluate the generalizability of these keyword

lists by the mean performance over fifty executions of 10-fold cross validation.
5The maximum k-cover problem’s greedy algorithm has an approximation ratio of 1 − 1/e ≈ 0.632 assuming

P ̸= NP , a claim on which this dissertation takes no position. Thus, the identified keyword lists achieve a recall
that is at worst 63% of the optimal recall.
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3.5.2 Classification Results

Baseline model results

To contextualize the subsequently presented ML model results, we report two baselines rec-

ommended for multilabel classification problems by Metz et al. [197]: (1) Subset-Accuracy

(BSA)—a baseline that predicts the most common multi-label in the dataset, meaning {T} for

phases and {SM,CP} for responsibilities; and (2) F-Measure (BFM)—a baseline that predicts

the set of labels that maximizes F1 score. Results are shown in the final rows of Table 3.6.

To reflect an interest in correctly identifying the most-common classes, all mean results in this

chapter are computed as weighted macro averages such that per-class performance is weighted

by the prevalence of that class.

Machine learning model results

Table 3.6 presents the performance of the phase and responsibility ML classifiers. Both models

significantly outperform the baselines. Performance is better for the phases than the responsi-

bilities, reflecting the challenges described during operationalization.

We analyzed patterns in the predictions generated by the models. For phases, 7,181 updates

(4.7%) are given invalid phase assignments i.e. a combination of labels representing a transition

not shown in Figure 3.1. We find a relationship between these erroneous outputs and two

primary factors: 69.2% of the invalidly-labeled updates are either less than 500 characters or

the first journal on a site. Discounting invalidly-labeled updates, 3.2% of sequential updates are

labeled with invalid transitions.

For the responsibility model, we compared the number of responsibilities predicted present

in the update to the number of responsibilities in the ground truth for that update. While hu-

mans annotated no updates containing all six responsibilities, 4.2% of updates are predicted

to contain all six responsibilities. These likely-erroneous predictions are primarily assigned to

short updates: 90.4% of updates predicted to contain all six responsibilities are shorter than 500

characters. The model predicts that a higher proportion of updates (+4 percentage points on

average) contain each responsibility than the proportions identified by human annotators (Table

3.4). 7.7% of updates are predicted to contain no responsibilities, a decrease of 1.59 percentage

points compared to the human-annotated updates.
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Resp. P R F1 Phase P R F1

CS 0.75 0.83 0.80 PT 0.91 0.95 0.93
SM 0.93 0.98 0.95 T 0.96 0.99 0.97
CP 0.90 0.97 0.93 EOL 0.55 0.96 0.70
FM 0.47 0.92 0.58 NED 0.86 0.86 0.86
GB 0.19 0.87 0.68 — — — —
BC 0.32 0.41 0.34 — — — —
Mean 0.89 0.96 0.92 Mean 0.94 0.97 0.95

BSA 0.70 0.86 0.77 BSA 0.74 0.86 0.79
BFM 0.72 0.99 0.80 BFM 0.74 0.99 0.81

Table 3.6: ML classifier performance in terms of Precision (P), Recall (R), and F1 score, along with
two baseline measures.

Keyword classifier results

Table 3.7 shows the performance of the max-precision keyword classifier for two values of k.

Even when k = 10, the selected keyword lists overfit to the human-annotated data and perform

worse than the ML models on held-out sites, demonstrating that these keyword lists fail to

capture the salient information of each of the classes under consideration. Table 3.8 shows the

performance of the maximally-representative keyword classifier. Note that when k = 100 recall

is near-perfect in every category, which triggers a corresponding drop in precision and thus F1

score. Performance is significantly better than the max-precision keyword lists, at the cost

of low precision. Generalization performance is higher relative to the max-precision keyword

lists. Qualitative investigation of the keyword lists generated using both approaches reveals

sensible selections. The keywords for the second classifier in particular seem appropriately

representative.

Taken together, these results provide evidence that predictive models based on operational-

izations from qualitative themes perform better using machine-learning-based approaches rather

than keyword lists. However, when generalization to unseen data is not a concern, high-

precision lists containing relatively few words can be constructed to achieve high recall, al-

though inconsistent performance across categories may be challenging to identify. For ex-

ploratory modeling where precision is less important, small numbers of representative words

(as may be revealed during the qualitative operationalization process) can achieve reasonable re-

sults and motivate additional data exploration. The use of keyword-based methods may also be
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seen as a trade-off between interpretability and robustness; the specifics of the modeling appli-

cation and the need to communicate the prediction process—e.g. to designers—might motivate

a preference for keywords over machine learning models. Keywords may also be appropriate

when stronger assumptions about the text in a particular domain can be made [198].

k=10 k=100
Class Train Test Train Test
Label R F1 R F1 R F1 R F1

CS .19 .32 .04 .08 .87 .93 .14 .16
SM .34 .50 .30 .46 .90 .95 .73 .81
CP .22 .36 .20 .32 .79 .88 .58 .68
FM .47 .64 .07 .11 .95 .97 .09 .09
GB .39 .56 .00 .00 .99 .99 .05 .08
BC .30 .46 .02 .02 .99 .99 .03 .03

PT .08 .15 .01 .02 .45 .62 .03 .04
T .13 .23 .05 .09 .49 .66 .31 .46
EOL .39 .56 .21 .31 .99 .99 .26 .31
NED .11 .20 .00 .01 .52 .69 .03 .04

Table 3.7: Max-precision keyword list performance in terms of Recall (R) and F1 score. Precision
is 1 on train.

3.6 Model Analysis

3.6.1 Model Validation

To explore the expert validity of the phase and responsibility models, we invited an expert

involved in the creation of the qualitative frameworks used in this chapter (an author of the

CJF without any affiliation or conflict of interest with this work) to provide feedback on our

operationalization. Across the elements of each taxonomy codebook, the expert rated the rea-

sonableness of each definition on a 5-point Likert scale from strongly disagree (-2) to strongly

agree (+2). Overall agreement was high for items in both the responsibility (M=1.74) and

phase (M=1.83) codebooks. In the expert’s qualitative feedback, several comments related to a

divergence between what is observed in patient interviews and what patients self-report on Car-

ingBridge, a gap that we leave for future work to better understand the motivations of patient
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k=10 k=100
Class Train Test Train Test
Label P R F1 P R F1 F1 F1

CS .24 .88 .37 .23 .86 .36 .26 .26
SM .86 .98 .92 .86 .98 .92 .93 .93
CP .77 .99 .87 .77 .99 .87 .87 .87
FM .22 .87 .35 .20 .77 .30 .06 .07
GB .16 .65 .25 .12 .50 .19 .08 .08
BC .14 .69 .23 .08 .42 .13 .08 .08

PT .12 .72 .21 .12 .71 .20 .13 .14
T .88 .92 .89 .88 .90 .88 .92 .92
EOL .10 .73 .18 .11 .72 .18 .03 .03
NED .06 .97 .12 .07 .97 .13 .11 .12

Table 3.8: Maximally-representative keyword list performance in terms of Precision (P), Recall
(R) and F1 score.

sharing in OHCs.

How do we account for poor inter-annotator agreement for responsibilities despite high

agreement for phases? The same annotators were involved in both models, which suggests that

coder quality is not a primary cause. While annotator domain expertise may be a factor, phase

indicators generally require more medical knowledge to identify than responsibility indicators.

The assessment of the expert that the operationalizations are reasonable suggests there is no

fundamental weakness in the iterative operationalization process used or the resulting taxon-

omy. Instead, we hypothesize that ambiguity in the identification and mapping of indicators

to responsibilities is a critical factor. To probe the role of ambiguity in producing low IRR for

the responsibilities, we conducted a qualitative analysis of the primary annotators’ comments

during the Schaekermann et al.-motivated discussion of disagreements [190].

Looking at the annotator justification in cases of irresolvable disagreement reveals two pre-

liminary themes: (1) disagreement about the directness of supporting evidence needed to assign

a responsibility and (2) disagreement about which responsibility a piece of evidence indicates.

These themes align with two significant dimensions of ambiguity identified by Chen et al. [199]:

(a) data ambiguity, meaning multiple reasonable interpretations, often due to missing or unclear

context, and (b) human subjectivity, meaning distinct interpretations resulting from “different

levels of understanding or sets of experiences” among annotators. Chen et al. further utilize
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disagreement between coders as a proxy for ambiguity, with the lower IRR scores relative to

the phases indicating a higher degree of ambiguity. The irresolvable cases suggest that data

ambiguity is excacerbated by soft boundaries between responsibilities in the codebook, but the

supportive external validation of the current codebook and consistently low IRR after five code-

book iterations suggest an inherent ambiguity to the classification task. To reduce ambiguity, we

view the next reasonable step as conducting additional qualitative work to elucidate the CJF in

CB updates specifically (as opposed to additional qualitative inquiry outside the OHC context).

To further investigate the validity of the responsibility model specifically, we tested the

expectation that an author mentioning a responsibility in an update is more likely to mention

that responsibility in other updates authored in the same week, as most responsibilities in the

CJF are more than momentary [39]. For each responsibility r, we fit a Poisson regression to

predict the number of updates on site s in week w that contain r based on whether a randomly

selected journal from s, w contains r. We consider only weeks with at least 2 updates and use

the total number of updates authored that week on s as the exposure, additionally controlling

for the baseline rate of updates on s predicted to contain r. Incidence rate ratios are shown in

Table 3.9. When an update on a site is predicted to contain a responsibility r, other site updates

in that week are predicted to contain r at a rate 1.64 times greater than if the update is predicted

not to contain r. This confirms the hypothesized co-occurrence of responsibilities and provides

additional evidence that the responsibility predictions are valid.

Contains r? Baseline rate of r G2 (df=30287)

CS 1.48± 0.06 1.031± 0.001 22122.01
SM 1.21± 0.03 1.011± 0.001 4460.91
CP 1.26± 0.03 1.011± 0.001 7171.64
FM 2.16± 0.50 1.053± 0.006 11078.42
GB 1.85± 0.22 1.043± 0.003 15279.27
BC 1.88± 0.24 1.047± 0.003 14357.79
Mean 1.64 1.033 —

Table 3.9: Within-week responsibility co-occurrence Poisson regression models. Incidence rate ra-
tios with 95% confidence bounds and deviance (G2) are given, demonstrating a greater proportion
of site updates contain a responsibility r if another update published in the same week contains r.
All model coefficients are significant at p < 0.001.
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3.6.2 Model Integration
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Figure 3.2: Predicted phases over time on a log scale. Updates across sites are binned to the day and
proportions are computed based on a rolling average of 30 days [3]. The right axis and plotted line
indicate the number of updates used to compute the proportions; note fewer than 100 updates are
available after 40 weeks. Proportions include updates assigned a single phase in addition to updates
with multiple phases (TRN), no assigned phases (NA), or an invalid combination of multiple phases
(INV).

By classifying both phases and responsibilities for unannotated updates, we can explore

temporal trends and integrate predictions to explore the relationship between phases and respon-

sibilities. To mitigate noise introduced by the 4.7% of invalid predicted phases, we reassign the

phase prediction of updates surrounded by single-phase updates to match the phase of its neigh-

bors. After reassignment, 2.6% of adjacent updates predict a transition considered invalid in

our phase model. Using these reassigned phase predictions, we consider responsibility predic-

tions that co-occur with valid phase predictions to establish baseline responsibility occurrence

proportions and the per-phase deviations from that baseline.

Phase model predictions over time

Figure 3.2 traces proportions of the phases over time. Few sites have updates in the PT phase

past the first 2 months. NED updates are more frequent over time, with a temporal variance

that reflects our qualitative observation that NED updates are frequently written on consistent

anniversaries (e.g. a spike around one year after initial diagnosis). Few patients continue posting

updates in the EOL phase. The vast majority of updates on CB are written during the treatment

phase.
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Integrated model predictions

Figure 3.3 shows the frequency of each responsibility relative to its occurrence in other phases.

In contrast to the CJF’s categorization of responsibilities into phases (Table 3.1), we find Coor-

dinating Support, Sharing Medical Info, and Compliance appear less in treatment updates than

in other phases, and Giving Back and Health Behavior Changes appear less in NED updates

than in other phases.

CS +0.7%
SM +4.6%
CP +7.0%

FM -1.2%
GB -1.3%
BC -2.3%

PT
CS -1.1%
SM -3.5%
CP -4.6%

FM +0.9%
GB +0.7%
BC +1.5%

T

CS -3.6%
SM -1.5%
CP -7.9%

FM -0.7%
GB -0.7%
BC -0.4%

NED
CS +38%
SM -2.8%
CP +5.2%

FM +8.7%
GB +14%
BC +12%

EOL

End of site

88%

11% 67% 65% 94%

2.5% 4.6%
33%

Figure 3.3: Predicted site phases and responsibilities. Responsibilities are the percentage point
change in proportion relative to updates made in other phases. Phase transitions are labeled with
the percentage of updates that follow that phase; invalid transitions e.g. NED→PT are not shown
but are included in per-phase transition totals.

3.7 Discussion

Bridging qualitative frameworks describing cancer patients to a user model of OHC behavior

is an important step towards designing personalized digital services for cancer patients. Practi-

cally, we intend to use these models in the design of recommender systems to connect patients

based on commonalities in cancer phase and expressed responsibilities, in support of an in-

formed social network with knowledge about the cancer experience [200].

We experienced challenges operationalizing taxonomies from the qualitative frameworks

we selected, finding phases easier to operationalize than responsibilities. To generalize this
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method beyond health-related qualitative frameworks, further study is needed; to facilitate ap-

plication in other contexts, we discuss three aspects of the qualitative frameworks we selected

that made operationalization challenging.

The first aspect is the type of mapping between observable data and conceptual theme. Tax-

onomic categories will be easier to define if the corresponding indicators in the data form a

one-to-one map with the qualitative themes. As the number of indicators that refer to a single

theme grows—the Preparation responsibility had many possible referents—the category will be

increasingly hard to define and identify reliably. In contrast, the T phase had a limited set of

medical indicators that could be reliably identified during operationalization. The second as-

pect is the temporal scale of behavioral themes. If themes describe behaviors that span lengths

of time shorter than the update frequency of the available social media data, a windowed trace

of user behavior makes reliable retrieval difficult. Cancer phase changes slowly and could be

tracked across multiple updates, but frequent responsibilities were often alluded to without nec-

essary context. The third aspect is the degree to which the qualitative themes are mutually

exclusive. Despite periods of transition, cancer phases are largely singular and conflicting indi-

cators within a single update rarely co-occur; responsibilities have no natural exclusivity and a

single update may contain many indicators each mapping to many responsibilities.

A risk intrinsic to the bridging process we describe in this work is a perpetuation of the

underlying qualitative framework’s implicit lens. Our models reproduce the subjectivities of the

CJF’s source interviews even while mapping to a broader context of social media users. Thus,

we risk magnifying or distorting aspects of the patient experience. We suggest that bridging can

serve as a compliment to other methods, enabling researchers to triangulate their understandings

through the inclusion of user behavior models informed by qualitative themes.

3.8 Conclusion

In this chapter, we explored a process for bridging qualitative themes to social media user

models. We built two models using taxonomic categories operationalized from two qualitative

frameworks to classify unstructured text data and trace behavior over time in an OHC. We iden-

tified two primary challenges in the operationalization process along with strategies for man-

aging them. We found that supervised ML outperforms common keyword-based approaches in

classification performance. Future work includes developing more sophisticated methods for
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resolving challenges and understanding ambiguity in the operationalization process in order to

broaden the potential scope of qualitative themes and social media contexts in which bridging

can be applied.

The models provide insights into CaringBridge users, including the phase in which cancer

patients join and leave the community and the responsibilities discussed throughout the course

of a cancer journey. The modeling approach is applicable to other health conditions and qualita-

tive frameworks, and represents a reasonable to approach to modeling the longitudinal behavior

of OHC users. Models of OHC behavior can be used to improve the delivery of personalized

digital health services—including peer recommendations [153]. In the next chapter, I will build

on this understanding of the core usage of CaringBridge as a blogging platform to focus on

non-journaling behavior by authors: specifically, on peer interaction.



Chapter 4

Patterns of patient and caregiver
mutual support connections

Chapter 3 described the use of an online health community to communicate with existing sup-

porters, but a key motivation for using online health communities is connecting with peer sup-

porters who have similar experiences. However, finding and connecting with peers is chal-

lenging and a user’s role in a community will influence the formation of peer connections. In

this chapter, we study patterns of peer connections between two structural health roles: pa-

tient and non-professional caregiver. We examine user behavior in an online health community

where finding peers is not explicitly supported. This context lets us use social network analysis

methods to explore the growth of such connections in the wild and identify users’ peer commu-

nication preferences. We investigated how connections between peers were initiated, finding

that initiations are more likely between two authors who have the same role and who are close

within the broader communication network. Relationships are also more likely to form and be

more interactive when authors have the same role. Our results have implications for the de-

sign of systems supporting peer communication, e.g. the peer-to-peer recommendation system

we build in Chapter 5. The contents of this chapter were previously published at the CSCW

conference [10].

46
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4.1 Introduction

Online health communities (OHCs) give patients and caregivers the opportunity to mutually

support one another. To realize this opportunity, OHCs must be designed to facilitate supportive

communication between peers. Social support occurs within the context of an individual’s rela-

tionships with others [201, 72], so designing for new peer connections requires an understanding

of the individual factors associated with the formation and growth of mutually-supportive rela-

tionships. In this study, we explore these factors by analyzing an interaction network of peer

connections in an OHC that lacks an elaborate technical infrastructure for finding and forming

those peer connections.

CaringBridge1 is an OHC designed to enable patients and caregivers to communicate with

their friends and family members about a health event such as an illness or injury [8]. Patients

and caregivers on CaringBridge author text posts for their extended support networks on in-

dividual blogs called “sites”. Interactions between authors—via comments on other authors’

sites—constitute peer connections. However, CaringBridge currently does not explicitly sup-

port authors in finding other authors to form connections with, providing only limited search

functionality and no feed or recommendation system. Despite this lack of affordance, there is

substantial inter-author peer interaction on CaringBridge. Thus, studying CaringBridge repre-

sents a unique opportunity to observe users’ preferences for peer connection when conventional

social discovery mechanisms are absent: what connections are sufficiently desirable and acces-

sible to users that they form without explicit design affordances?

We study this appropriative use of CaringBridge to learn about patient and caregiver prefer-

ences for peer connections and to understand the factors that lead peer authors to form connec-

tions “in the wild”. Identifying these factors opens pathways to designing digital interventions

that are faithful to user preferences and that provision support more effectively [202]. One key

factor is the role adopted by an OHC user. While there are many roles in OHCs, our study fo-

cuses on two common health roles: patient and caregiver. Patients and caregivers have different

motivations and needs, and the differences between patient and caregiver use of OHCs is under-

studied [203]. Facilitating peer connections in OHCs is an area of active research [64, 144, 114],

and understanding the impact of health role on peer connection formation and growth creates
1https://www.caringbridge.org/

https://www.caringbridge.org/
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opportunities to facilitate these connections in a way that is responsive to patients’ and care-

givers’ divergent needs.

We characterize connections between peer authors on CaringBridge with quantitative social

network analysis. To understand connection patterns, we analyze relationships between authors

as they occur within the network formed by authors’ interactions. The network context of an

interaction can be as important as the content of that interaction: for example, research predict-

ing cancer stage from users’ OHC posts has found that network features were as predictive of

cancer stage as the text of the posts themselves [204, 48, 180]. Further, analyzing connections

within an interaction network brings focus to the initiators of interactions and not just the sup-

port recipients. In addition to forming the basis for supportive relationships, new connections

provide benefits to both initiators and receivers [205, 206, 90].

To quantify the impact of authors’ health role on connection formation, we use machine

learning to identify patient and caregiver authors from their posts and identify differences in

interaction behavior between patients and caregivers. In addition to health role, we explore

factors related to authors’ level of activity, position within the interaction network, and health

condition. Our analysis explores these factors to address two broad research questions:

RQ1 (Initiations): What factors are associated with the initiation of a new connection by an

author?

RQ2 (Relationships): What factors are associated with the reciprocation and growth of con-

nections between peer authors?

To address RQ1 and identify factors associated with initiations, we first identify which

authors engage in peer connection behavior. Second, we identify when authors’ make their first

peer connection relative to when they joined the site, as that first initiation is an explicit signal

of peer finding behavior. Finally, we identify factors that make an author more likely to be the

target of initiations. Thus, we state three sub-questions for RQ1:

• RQ1a: Which authors initiate peer connections?

• RQ1b: When do authors initiate peer connections?

• RQ1c: With whom do authors initiate peer connections?

To address RQ2 and identify factors associated with reciprocation and the growth (or not) of

dyadic relationships, we first identify which initiations are likely to be reciprocated. Secondly,
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we examine which reciprocated dyads are likely to be more interactive and more balanced.

Thus, we state two sub-questions for RQ2:

• RQ2a: Which authors reciprocate? To which initiators?

• RQ2b: What factors lead to more interactive relationships?

The contributions of this chapter are the identification of factors associated with the for-

mation and growth of peer connections and a comparison of connection behavior between two

important health roles: patient and caregiver. Specifically, we find that (1) patients are more

likely than caregivers to initiate with other authors after receiving interactions, (2) patients who

initiate do so earlier than caregivers, (3) authors are more likely to interact with others sharing

the same author role, and (4) authors are more likely to reciprocate and form more interactive

relationships with others sharing the same author role. These differences in OHC use by author

role have implications for the design of online health communities and other digital interven-

tions that benefit both patients and caregivers [114]. We discuss opportunities to integrate these

results in peer recommendation systems to foster mutually supportive relationships.

4.2 Related Work

In this chapter, we aim to understand the communication preferences of health peers by studying

interactions between CaringBridge authors. To understand those preferences, we first discuss

motivations for use of digital communications, specifically use of OHCs for peer support. Sec-

ond, we discuss research on health roles, laying out the conceptual groundwork for a focus on

patients and caregivers. Finally, we discuss connection dynamics on OHCs, with a focus on

factors previously identified as important for the formation of new connections and their impact

on the formation of supportive peer relationships.

4.2.1 Motivations for digital communication during health journeys

Patients use the internet to find information and support [54, 55]. For pursuing social connec-

tion specifically, patients use the internet to overcome isolation, identify others with similar

experiences, reinforce existing relationships, and offset deficits in existing relationships [13].

CaringBridge is designed primarily for reinforcing existing relationships [8]. However, the
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existence of connections between authors indicates that authors also are using CaringBridge

to address unmet needs [56] and build supportive connections based on shared concerns [57].

These support-seeking behaviors result in the formation of peer connections, which we discuss

next.

Connecting with experientially-similar others is a key motivation for patients to participate

in online support communities [58, 59, 60]. Experientially-similar others serve as important

sources of support to both patients [59] and caregivers [61, 62]. For CaringBridge authors, ex-

periential similarity is entangled with the notion of authors as peers. We adopt the four-point

definition of peer suggested by Simoni et al.: (a) sharing personal circumstances i.e. some

form of health challenge, (b) obtaining benefits from peer support that derive from their status

as peers, (c) lacking professional training or medical credentials, and (d) “intentionally setting

out to interact with individuals they may or may not encounter in their everyday life” [63].

Finding peers to communicate with online is complicated by many individual factors [64],

which we model quantitatively in this study. Peer-finding behaviors have been implicated as

an opportunity for technological innovation in the context of OHCs [114, 42] and more broadly

[128, 207]. We study connections between peers—rather than other health relationships such

as mentor/mentee and medical professional/patient—as an opportunity for exchanging support

with experientially-similar others.

As CaringBridge most resembles individual health blogs, the motivations of CaringBridge

authors may differ from users of other kinds of OHCs. Blogging is fundamentally social [67].

Health blogging fulfills both communicative and therapeutic roles [68], with patients sharing

their illness trajectories and processing their experiences through writing [69]. While blog-

ging may provide benefits to patients due to the expressive self-disclosure involved in writing

blog posts [70, 71], having responsive and interactive readers provides additional benefits [67].

McCosker and Darcy argue that connectivity between blog authors has the potential to sustain

health bloggers in their writings about their health journeys [68]. Our study focuses on com-

munication between “blog” authors as a potent opportunity for understanding the dynamics that

produce the benefits of these interactive connections.

4.2.2 Patient & caregiver: Structural health roles

Users take varied roles in OHCs [113, 114]. Research examining roles in OHCs has tended

to focus on group [113, 115] or social roles [114, 116] that are defined by behaviors. For
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example, Sharma et al. define a “seeker” role in a mental health forum as a person who makes

a new thread [116]. In contrast, we examine structural roles that arise from a health event

that creates a patient and any number of non-professional auxiliary caregivers; these structural

roles are adopted by patients and caregivers and are defined by accompanying expectations and

responsibilities [117, 118]. The expectations of each role are associated with (but not defined

by) a set of behaviors that are “characteristic of the person in a particular setting” [119]. Thus,

patients and caregivers have different behaviors as they enact their role in an OHC. Patient and

caregiver responsibilities and behaviors may change frequently [9], but their role is relatively

stable. This stability contrasts with the frequently-shifting behavior roles identified by Yang et

al. in an online cancer forum [114]. Note that structural roles are not explicitly afforded via

the technical interface, in contrast to e.g. moderator roles on Wikipedia and other explicit roles

that have been studied online [120, 121]. People with the same structural role may be more

likely to interact with each other; Xu et al. found that online communication was more likely

to occur between Twitter users who had the same health role, such as “provider” or “engaged

consumer” [122]. We explore the interaction dynamics between patients and caregivers in detail

on CaringBridge.

Patients and caregivers communicate differently online, although these differences have re-

ceived little explicit focus. Lu et al.—a notable exception—identified differences in topic and

sentiment in posts written by patients and caregivers in an online health forum [123]. In this

work, however, we focus on supportive connections and the target of online interactions by

health role. OHCs may provide a particular opportunity for caregivers seeking support on-

line [124], as patients are given “interpretive precedence” in dealing with a health condition,

leaving caregivers without supportive relationships to understand their own role in a broader

health journey [125]. When caregivers can communicate with other caregivers digitally, they

develop more effective coping strategies for caregiving stress [126]. Offline, caregiver connec-

tions with other caregivers may be more passive than active; Gage suggests an important role of

serendipity in the formation of new connections [61]. We find that serendipity plays a role in at

least some of the connections on CaringBridge. We aim to understand the differences in patient

and caregiver communication on OHCs in response to a call for developing a deeper empirical

understanding of OHC participation [13], a context in which caregivers are understudied [127].
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4.2.3 OHCs as sources of interaction and support

OHCs are associated with a variety of positive and negative health outcomes for their users,

specifically due to the interaction that occurs on them [13]. Understanding this interaction in

more detail—particularly with respect to author role—creates opportunities to improve the pro-

visioning of support on OHCs. For patients, use of OHCs is associated with greater perceived

support [91, 58], writing higher sentiment posts after interacting with others [92], engagement

measures such as duration of stay in a community [93, 70, 94], perceptions of control over ill-

ness [95], and decreased mortality [74, 76]. Caregivers also benefit from use of OHCs in terms

of reduced stress, although evidence linking specific behaviors to outcomes for caregivers is

more mixed than for patients [96, 97]. Despite many benefits, making connections in OHCs

can also have negative impacts on users, increasing their stress and leading them to leave the

community [13]. For patients, directly making comparisons with other patients can be distress-

ing [98], as can the sudden drop-out of key community members [99]. Furthermore, who an

OHC user interacts with and the type of their interactions with others mediate both length of

stay in the community and the benefits derived from using it [93]. These mixed and contex-

tual outcomes make designing for the formation of new connections risky. We address this

risk by examining the specific connections made between OHC users in order to identify user

communication preferences.

We build on foundational OHC research from Bambina examining a health forum’s network

structure and its impact on the transmission of social support [14]. Bambina analyzed a static

snapshot of the posts in a cancer forum with 84 active participants, finding a core of highly

supportive participants with a long tail of periphery members in the social network. Our dataset

enables research that addresses two key limitations of Bambina’s work: (a) examining connec-

tions as a dynamic process rather than as fixed in a static network snapshot, and (b) including

non-interacting “lurkers”, which in our research is the population of CaringBridge authors who

never interact with a fellow author. With a complete and dynamic view of the interaction net-

work, we are able to focus on the initiation of new peer connections by authors.

Multiple factors are associated with new connection formation in OHCs. New connec-

tion formation is often motivated by shared social identity [108] and experience [103]. Meng

examined new connection formation in a weight management social networking site, finding

substantial homophily effects related to health condition [109]. Centola and van de Rijt find
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similar strong homophily effects, noting that platform-specific traits—such as exercise pref-

erence in a fitness community—were less important in new health contact identification than

demographic traits [110]. In general, health-relevant traits contribute to the creation of spe-

cific connections [111]. Outside of health, Seering et al. consider the immediate context (e.g.

recent messages) that leads to first participation on Twitch.tv [112]; their examination of the

factors that affect initiation with others broadly inspires our approach, although we focus less

on immediate context and more on socio-cultural factors such as author role.

By studying initiations between users of an OHC without technical infrastructure for finding

peers, we learn about the factors associated with the formation of supportive peer connections.

4.3 Dataset & CaringBridge Research Collaborative

This work was conducted during a research collaboration between CaringBridge (CB) and the

University of Minnesota. CB is a global, nonprofit social network dedicated to helping family

and friends communicate with and support loved ones during a health journey.2

CaringBridge.org offers individual sites for users—free, personal, protected websites for

patients and caregivers to share health updates and gather their community’s support. Each site

prominently features a journal, which is a collection of timestamped, textual health updates by

or about a patient. We use this terminology in concordance with previous CB research [70, 9].

Authors are CB users who have posted one or more updates on one or more sites. One author

may publish updates on multiple sites, and multiple authors may publish updates on the same

site. Other registered users can comment on authors’ sites but do not have sites of their own

and are omitted from analysis, as we study peer interaction specifically and non-author users

are likely not peers: they are primarily the friends, family, and acquaintances of site authors [8].

To motivate our focus on CB specifically, we briefly discuss the affordances CB offers for

connection with peer authors. Rains argues that four primary affordances of communication

technologies are most relevant for health-related social connection: visibility, availability, con-

trol, and reach [13]. The design of CB offers reach—“potential to contact specific individuals,

groups, or communities”—in only a limited way. The search function on CB retrieves only sites

with matching titles, which in most cases means a patient’s full name is required to find a site.
2Some of the text in this section is identical to that appearing in other works that result from this collaboration [70,

9, 8].
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Data Dataset Preparation (sec. 4) Analysis (sec. 5)

Interaction network 
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RQ1: Initiations

RQ2: Relationships

Initiations

Reciprocations

Author role classificationUpdates

Guestbooks

Comments

Amps

RQ1a: Who initiates?

RQ1b: When?

RQ1c: With whom?

RQ2a: Who reciprocates?

RQ2b: More interactive 
relationship factors?

Figure 4.1: Research dependency map. Background data preparation methods are necessary to
address RQ1, which is built upon by RQ2.

This barrier to social discovery means that achieving reach and the formation of a broader com-

munity requires additional effort. Thus, we study peer connections in an environment where

“finding and interacting with peers facing the same health issue” is not specifically supported

[13]. CB authors’ appropriative use of CB for peer connection provides an opportunity to un-

derstand the ways that peers connect with each other during their health journeys without the

mediation of an explicit social discovery mechanism.

The CB dataset used in this work includes de-identified information from 535,481 authors

and 588,210 sites created between June 1, 2005 and June 3, 2016, collectively containing 19M

journal updates. The data were acquired through collaboration with CB leadership in accor-

dance with CB’s Privacy Policy & Terms of Use Agreement. This study was reviewed and

deemed exempt from further IRB review by the University of Minnesota Institutional Review

Board. We opt not to publicly release the dataset used for analysis in this chapter in order to pro-

tect participants’ privacy [185]. We welcome further inquiries about the dataset by contacting

the authors.

4.4 Methods: Dataset Preparation

To study peer connections and address our research questions, we first classified the role of

individual CB authors using machine learning (sec. 4.4.2) and constructed the network of in-

teractions from the log data (sec. 4.4.3). Figure 4.1 provides a high-level overview of the

dependencies between these data preparation methods (sec. 4.4) and the analysis methods that
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address the research questions (sec. 4.5). In constructing the network, we identified both initi-

ations between authors and reciprocated dyads, which we used to study initiations (RQ1) and

relationships (RQ2).

We release our code on GitHub.3 Analysis code makes primary use of Python’s scikit-learn

[208], NetworkX [209], StatsModels [210], NumPy [211], Pandas [212], and Matplotlib [213]

packages and R’s mlogit [214] and stargazer [215] packages.

4.4.1 Terminology

For ease of reference, we list here the key terms we use in this chapter:

• Valid authors are CB authors who meet basic requirements for being included in the

study, such as publishing at least two journal updates over at least a 24-hour period.

Authors are the subset of registered CB users who have published at least one journal

update on a CB site. (See section 4.4.2)

• Author role is the perspective from which an author account writes and publishes updates—

either patient, caregiver, or mixed. (See section 4.4.2)

• Interactions are one of three types of directed engagement (i.e. guestbooks, amps, and

comments, introduced in Section 4.4.3) between an initiating author and a receiving au-

thor. Figure 4.3 shows the interaction UI.

• Initiations are the subset of interactions that compose the first interaction between an

initiating author and a receiving author. A first initiation is the first interaction an author

makes on CB to any receiving author. An initiating author or initiator has made at least

one initiation. A non-initiating author is an author who has made no initiations. A non-

receiving author is an author who has not been the target of any interaction.

• Reciprocations, or reciprocal initiations, are the subset of initiations that reciprocate an

earlier initiation from another author. In a dyad, the reciprocation is the initiation that

comes second and closes the loop.

• A connection exists between two different authors if at least one interaction has occurred

between them.
3https://github.com/levon003/cscw-caringbridge-interaction-network

https://github.com/levon003/cscw-caringbridge-interaction-network
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• Relationships are dyads with reciprocated initiations and the associated history of inter-

actions between the two authors. The minimum number of interactions in a relationship

is two: the original initiation and the reciprocal initiation.

• Initiations period—January 1st, 2014 to June 1st, 2016: the 2.5 year period of inter-

actions used for RQ1. (See section 4.4.3.) RQ2 uses data from the full data collection

period: January 1st, 2005 to June 1st, 2016.

4.4.2 Authorship on CB

In order to study inter-author interactions, we first select a sample of valid authors and then

develop a machine learning classifier to identify author role (patient or caregiver) from their

text updates.

Valid author selection

Our dataset contains 535,481 total author users. In this chapter, we analyze 362,345 valid

authors with at least 2 updates published more than 24 hours apart. We exclude authors who

have written any posts on sites determined to be spam by CB internal tooling (−10,776 authors),

who we manually identified as either spammers (−17) or CB-internal test accounts (−9), or who

only published updates within a 24-hour period (−162,334). We selected the 24 hour threshold

for author exclusion based on the distribution of author tenure (see Appendix A.1).

As one author may publish updates on multiple sites and one site may have updates pub-

lished by multiple authors, identifying which authors interact with which other authors is chal-

lenging. We use the term valid sites to refer to the 340,414 sites (57.9% of total) on which

a valid author has written at least one update. We identified 18,691 multi-site authors (5.2%)

publishing on 2+ sites and 79,115 mixed-site authors (21.8%) publishing on at least one site on

which other valid authors have (co-)authored updates. This estimate broadly aligns with esti-

mates of multi-authorship from early studies of group blogs [216]. As we discuss in the next

section, the percentage of mixed-site authors is likely a conservative lower bound since author

account sharing is common on CB.
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Figure 4.2: Classification of author role based on the text of an author’s updates (a) enables a
comparison of author initiations by assigned role (b).

Author role classification

Authors on CB take the role of either patients or caregivers.4 However, authors can take on

multiple roles or switch roles in three cases: (1) multi-site authors may take a caregiver role on

one site and a patient role on a second, (2) an author may use a single site for recounting two

health journeys from the perspective of both a patient and a caregiver, or (3) account sharing

may result in updates published from the same author account but written by both a patient and

one or more of that patient’s caregivers. To tease apart these factors, we first classify authorship

at the journal update level. We then classify an author’s role as either Patient, Caregiver, or

Mixed based on the classification of the updates published by that author. Mixed indicates one

of the three observed cases above.

We trained a machine learning classifier to predict the author role of 15,850,052 updates

that were authored on valid sites and contained at least 50 characters. We combined human

annotations of updates’ author role from two previous CB studies [9, 8] with additional an-

notations created while doing exploratory data analysis and using active sampling on earlier

iterations of the classifier. Two of the authors independently annotated 429 updates, resulting in

a Cohen’s κ of 0.829, which indicates sufficient reliability for this study [191]. Combined with
4In figures and tables, we use the abbreviations P and CG respectively.
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the annotations from previous studies, we had 6,932 human-annotated updates from 305 sites.5

We used a linear SVM classifier on TFIDF-transformed unigram and bigram features, a

common approach to binary text classification [217]. As the training data are not identically

distributed due to sampling differences across the three annotation efforts, we train with bal-

anced classes by randomly downsampling the majority-class updates, an approach we found to

outperform other training regimens (e.g. training with all annotated data). We used hold-one-out

cross validation to evaluate the performance of the model.6 Accuracy was 95.08% and micro-

averaged F1 score was 0.95. Patient-annotated updates (n = 5,938, precision = 0.99, recall =

0.95, F1 = 0.97) were classified correctly at a greater rate than caregiver-annotated updates (n

= 994, precision = 0.77, recall = 0.93, F1 = 0.84).

We categorized individual authors as either Patient, Caregiver, or Mixed. To assign a role

to an individual author, we aggregated from the author role predictions of updates published

by that author. We used the same approach to categorize sites. Through manual investiga-

tion of 30 sites, we identified a variety of usage patterns, including a high frequency of sites

with both patient- and caregiver-classified updates. To assess the general patterns in author role

and to allow for error introduced by the classifier, we use a consistent set of thresholds to de-

fine author role: Caregiver sites/authors have less than one third of their updates classified as

patient-authored, Mixed sites/authors have between one third and two thirds of their updates

classified as patient-authored, and Patient sites/authors have more than two thirds of their up-

dates classified as patient-authored. Figure 4.2a show the distribution of the proportion of each

author’s updates that are classified as patient-authored, along with the thresholds. The use of

permissive thresholds to assign a role label captures the general perspective from which an au-

thor writes and keeps cascading classifier error to a minimum. In the cross-validated ground

truth data, 87.87% of sites were classified at least two-thirds correctly. Thus, in the case of

sites with all-Patient or all-Caregiver updates, the site-level error rate using these thresholds is

at most 12.12%, which we deem acceptable.
5Note: 44 ground-truth updates (0.63%) were assigned ambiguous or mixed labels that were reassigned to Care-

giver for training, reflecting a predominant interest in patients: the binary classifier is trained to predict if updates
are patient-authored or not.

6Since a shared site/author could leak information about the held-out data and give an overly optimistic view of
classifier performance, we hold out at the site level rather than holding out individual updates.
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All interactions From valid authors Non-self-interactions Initiations

Guestbooks 82,980,359 5,864,304 5,212,720 654,192
Amps 63,314,738 3,536,819 3,037,844 148,787
Comments 31,052,715 1,094,435 881,781 111,623
Total 177,347,812 10,495,558 9,132,345 914,602

Table 4.1: Interaction counts broken down by type. This study considers only interactions from
valid authors to valid sites. Self-interactions are interactions on sites where the interacting author
has published an update and are excluded when building the network. Initiation counts are the
number of non-self author/site pairs that were initiated by each type of interaction.

Applying the definitions above, we find 74.77% of author accounts are classified as Care-

giver, 17.74% as Patient, and 7.49% as Mixed. The distribution is similar for sites. Mixed-

author accounts may indicate either a single author embodying multiple roles or multiple people

sharing the same account credentials. 96% of Mixed-author accounts are shared by a patient

and a caregiver (see Appendix A.2), which complicates analyses treating interactions between

accounts as interactions between two people and suggests caution when interpreting Mixed-

author results. Overall, using the classifier predictions, we estimate that 22.06% of updates are

patient-authored (see Appendix A.3).

4.4.3 Author interactions & network structure

Inter-author interaction types & analysis period

To study the interactions between authors, we construct a network from the log data in the CB

dataset. Direct messaging is not supported on CB; instead, all interactions are by an author on a

site. Guestbooks are text posts left by a CB user on a site.7 Comments are text posts left by a CB

user on a specific journal update on a site. Amps8 are “likes” represented with a small heart icon

and left by a CB user on a specific journal update on a site. The interface for these interactions

is shown in Figure 4.3. In this chapter, we consider only interactions from valid authors to valid

sites, with counts as shown in Table 4.1. Each interaction is associated with a unique identifier

for the user and the site, as well as a timestamp. Amps lack timestamp information, so we

assume that amps occur at the publication time of the associated journal update. (We analyze
7Guestbooks were renamed “Well Wishes” by CB, but we exclusively use the older name.
8“Amps” represent the idea of “amplifying” the love, hope, and compassion of the visitor.
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this assumption in Appendix A.4.) Other interactions are possible (see Appendix A.7), but we

focus on guestbooks, comments, and amps as they are publicly visible, identifiable to a specific

author/site pair, and result in a notification for the receiving author(s).

Figure 4.4 shows the number of each interaction type on CB over time. Note the introduc-

tion of amps and comments as features on CB. In order to avoid irregularities related to the

introduction of new interaction types and to analyze a more established version of the network,

all RQ1 analyses will focus on the state of the network from January 1, 2014 to June 1, 2016,

which we refer to as the initiations period. When models are fit to the initiations data, Jan 2014

– Jan 2016 (80% of the initiations period) is treated as training and inference data, and Jan 2016

– Jun 2016 (the remaining 20%) is treated as the test data and target for prediction. For RQ2 we

use data from the full period (January 2005 to June 2016) because reciprocations and relation-

ship interactions are susceptible to being right-censored i.e. interactions within the relationship

occur after the end of the data collection period.

Constructing the author interaction network

We constructed a directed author interaction network in which initiations form edges between

author nodes. We analyzed this network, which includes reciprocal initiations, for RQ1. We

analyzed the interactions between reciprocated dyads for RQ2.

Interactions occur by an author on a site. Therefore, to construct a directed one-mode net-

work containing only author nodes requires assumptions about the intended target user when

an author interacts with a site. However, no assumptions are needed to construct a two-mode

network [218] containing both site and author nodes; simply make an edge between an au-

thor and a site if any interaction exists between that author and that site. When constructing

our network, we exclude interactions from authors to sites on which they have published any

update as self-interactions (12.99% of all interactions). Table 4.1 shows that the resulting net-

work has 915K initiations that form edges. To convert this two-mode network into a one-mode

network, we assume that each interaction links the interacting author to all authors who have

previously written an update on that site. In addition, we noted during data exploration that

many guestbooks and comments are directed to both the caregiver author(s) of a site and the

patient themselves, even if the patient had not yet published an update on the site for which

they are the subject (or perhaps had not even yet created a CaringBridge account). Bloom et

al. made a similar observation during their study of caregiver-authored CB sites. They found
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(a) Amp

(b) Comment

(c) Guestbook

(a) Amp

(b) Comment

(c) Guestbook

Figure 4.3: CaringBridge interactions used in this study. Amps (a) and comments (b) are associ-
ated with a specific journal update, while guestbooks (c) are free-standing text posts left at the site
level. Names and dates changed and texts paraphrased and anonymized [4].
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Figure 4.4: Counts of each interaction type over time, on a log scale. The vertical dashed line
indicates the beginning of the initiations period.

Active Authors 66,440 SCC Count 2,590
Connected Authors 55,655 (83.8%) WCC Count 2,335
Isolates 10,785 (16.2%) Largest SCC Size 16,946 (25.5%)
Max In-degree 612 Largest WCC Size 45,038 (67.8%)
Max Out-degree 409 Largest SCC Diameter 38

Table 4.2: Summary statistics for the interactions network at the end of the dataset (2016-06-01).

that support is not directed solely at the caregiver and instead is almost always directed to the

patient in combination with the caregiver [127]. Thus, we also draw an edge between the inter-

acting author and any authors who publish a patient-classified update on the site at a later time.

Such patient-specific edges are uncommon; only 4.9% of all edges in our network are drawn to

patient authors who had not yet published at the time of the interaction.9

Our construction process resulted in 1,144,492 edges in the one-mode author interaction net-

work. Using the assumptions above, 9.1M author→site interactions results in 14.8M author→author

interactions, of which 1.1M are initiations and thus form the edges within the interactions net-

work.

Interaction network structure

We offer a brief description of the overall structure of the network formed by author interactions

on CaringBridge in order to understand the context in which interactions are occurring. Given

that the network is directed, components of connected authors can be identified as strongly con-

nected—meaning a set of authors all reachable following the directed edges in the network—or
9We also observe similar quantitative results when these patient-specific edges are not included for the three

models (RQ1c, RQ2a, RQ2b) that are affected by this assumption.
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weakly connected—meaning a set of authors all reachable following edges in any direction in

the network. The simplest strongly-connected component (SCC) is two authors who have inter-

acted with each other. The simplest weakly-connected component (WCC) is two authors where

one author has interacted with the second, but that interaction has not been reciprocated.

Table 4.2 provides summary statistics for the network at the end of the data collection pe-

riod. These statistics summarize the subgraph consisting of active authors only—the subset of

valid authors that were active on CB within 6 months of the end of the data collection period—in

order to capture only the recent connections.10 At the end of the data collection period, 30.4%

of active authors are in one or more of 21,910 total reciprocated dyads. The network is domi-

nated by a single large WCC, in which a large SCC is embedded. This pattern is consistent with

the structure of other online health groups [13, 219]. We observe a lack of large isolated sub-

networks, echoing findings in Urbanoski et al. [220]; the second-largest SCC and WCC contain

only 14 and 18 authors respectively.11 The vast majority of initiations (new edges) either grow

or occur within the largest weakly-connected component (see further analysis in Appendix A.6).

The number of active authors is generally decreasing during the initiations period (from 79.7K

to 66.4K), as is the proportion of active authors in the largest connected component. See Ap-

pendix Figure A.3 for a temporal view of connectivity within the network. Author indegree and

outdegree are positively correlated (r=0.468, p <0.001), consistent with prior work suggesting

that online support-giving is highly reciprocal [221].

4.5 Methods: Analysis

Having classified authors by role and built the author interaction network, we now present

the methods used to address our research questions. To address RQ1, we isolate for analysis

the initiations that form the edges in the interactions network. Because initiations between

authors on CaringBridge are unexpected, we need to understand “what initiations look like”.

To determine if and how connected authors know each other, we conducted a content analysis

of comment and guestbook initiations (sec. 4.5.1). Next, to address the three subquestions of

RQ1, we fit three different quantitative models:

1. To identify the factors associated with which authors do any initiation, we used logistic
10Statistics are similar for the full network without inactive authors removed.
11The full distribution of the connected components is shown in Appendix Figure A.2.
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regression to predict whether an author initiates or not (sec. 4.5.3).

2. To identify the factors associated with when authors initiate relative to their first published

update, we used linear regression to predict the amount of time between an author’s first

update and their first initiation (sec. 4.5.4).

3. To identify the factors associated with whom authors choose to initiate, we used condi-

tional multinomial logistic regression to predict the target of each initiation (sec. 4.5.5).

The factors we consider during modeling are represented in four types of features: network,

author role, activity, and health condition. We motivate these features (sec. 4.5.2) prior to

introducing the models.

To address RQ2, we isolated for analysis the reciprocated dyads within the network. To

address the two subquestions of RQ2, we fit three quantitative models:

1. To identify the factors associated with which authors reciprocate initiations, we used

logistic regression to predict if an initiation will be reciprocated (sec. 4.5.6).

2. To identify the factors that result in more interactive relationships, we used negative bino-

mial regression to predict the total number of interactions in a relationship. Additionally,

we used logistic regression to predict if a relationship is balanced or not (sec. 4.5.7).

4.5.1 RQ1 Methods: Initiations within the network

We conducted a content analysis to characterize the relationship between the initiator and the

receiver. We randomly sampled 400 comment initiations and 400 guestbook initiations made by

valid authors in the initiations period. Two annotators independently coded the 800 initiations.

Annotators used the text of the initiation—and the text of the associated journal update in the

case of comment initiations—to identify two aspects of the initiation: (1) whether the initiator’s

tie with the receiver existed before the health event that resulted in the creation of the CB site,

and (2) the relation between the initiator and the receiver. Aspect (1) utilized a closed code set to

identify the initiator-receiver tie as pre-health-event, post-health-event, or unknown. Aspect (2)

was coded in an open manner, allowing for any relationship descriptor that could be identified

from the context of the text e.g. friend, fellow patient, one-time site visitor, etc. The two

annotators met to discuss and resolve disagreements. Reliability was established through these
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disagreement discussion meetings [222]. We direct readers to Appendix A.8 for additional

details regarding the annotation process. By annotating these two aspects of initiations, the

content analysis contextualizes the RQ1 quantitative results: it characterizes the relationship

between interacting authors on CB and surfaces genuine first-time interactions of the type that

digital interventions may try to facilitate.

4.5.2 RQ1 Methods: Features for modeling

In identifying factors that are associated with the initiation of new connections by authors,

we consider four sets of features that prior work suggests are associated with the initiation of

connections. Here, we introduce the four feature sets as motivated by prior work and discuss

operationalization in the CB context at a high level. The specific features used in the models

are introduced later in the relevant model description.

• Network features—Interaction between users is affected by the network context of the

initiator and the receiver [13, 72]. Since initiations between authors on CB are unex-

pected, we explore the impact of CB network context on predicting who initiates with

whom. We include network features that capture the current position of the initiator and

the receiver. For example, “triadic closure” is a well-known network phenomena in which

two previously unconnected people with a mutual contact are likely to connect [223]; on

CB, we can explore triadic closure using a binary feature that indicates if two not-yet-

connected authors share a mutual connection. Simpler features describe if an author has

ever been interacted with or if an author has ever initiated with others.

• Author role features—Structural health role may affect user interaction online. For ex-

ample, Hartzler et al. found that role (as patient, survivor, or caregiver) was important in

finding peer mentors [139]. We include role as a categorical variable (Patient, Caregiver,

or Mixed, see sec. 4.4.2) to quantify the importance of health role to connection on CB.

Where appropriate, we also include features for site author configuration e.g. binary in-

dicators for mixed-site authors, as mixed-site authorship may suggest multiple intended

recipients of an interaction.

• Activity features—An author’s level of activity is associated with their engagement with

others. In general, receiving replies online is associated with retention [116]. On CB
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specifically, posting frequency is correlated with receiving comments [70]. Therefore,

an author’s update frequency is a key confounder for understanding initiations behavior;

highly active authors may have different connection patterns than less active authors.

• Health condition features—Health condition and health status are important predictors

in the formation of new connections in OHCs [109, 111]. On CB, we operationalize

health condition from author-reported data. When CB authors create a site, they have the

option to self-report a broad health condition category such as Cancer or Injury. While

only 59.1% of valid sites self-report a health condition and such single-label categoriza-

tion may be overly reductive [11], the sites that do report a condition can inform us about

differences in inter-author communication behavior based on the health condition under

question. This data enables us to confirm expected patterns in increased interaction be-

tween authors who have the same health condition [224, 58] and compare the importance

of health condition to other factors. We assign health conditions to authors based on the

reported health condition of the sites they’ve authored or ‘None’ when no condition is

reported. For the 446 (3.1%) authors with multiple sites that report different health con-

ditions, we assign the first non-None/‘Condition Unknown’ health condition reported.

Ten total health condition categories were assigned, with counts shown in Appendix Ta-

ble A.1. When used as a feature, health condition is included as a ten-level categorical

variable and abbreviated “HC”.

As this work is exploratory, we had no specific hypotheses to test; instead, we fit the most

parsimonious model that still enabled us to explore the relative importance of the four factors

described above.

4.5.3 RQ1a Methods: Who? Initiating authors

Which authors initiate during their time on CB, and which do not? To understand which factors

predict initiation, we fit a logistic regression model predicting whether an author has made any

initiation. To avoid bias in the model from right-censoring—some authors will initiate but only

after the end of our data collection period—we predict an outcome of initiating within 1 year

of first authorship. Similarly, we include a feature describing if an author was interacted with

by another author in the first year. Only 11.7% of authors make their first initiation more than

1 year from their first update. Only 2.4% of authors are first interacted with more than 1 year
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Figure 4.5: Distribution of time between first authorship and first initiation. For pre-authorship
initiators, the median time to authorship is 5.8 months (mean 7.8mos). For post-authorship initia-
tors, the median time to initiation is 13.6 months (mean 22.3mos).

from their first update. Models with non-bounded outcomes and predictors produced similar

results.

Features

Author role was included as a categorical variable. Binary indicators for the mixed-site and

multi-site author designations were included as potential confounders. We included update

count—the total number of updates published by that author on CB—as well as update frequency—

the ratio of that count to the author’s tenure in months—as indicators of author activity level.

We included health condition as a categorical variable.

4.5.4 RQ1b Methods: When? Initiation timing

Given that an author is going to initiate, when is their first initiation likely to occur? We aim

to understand the lifecycle of authors on CB by modeling when authors transition to peer-

seeking behavior relative to their activities as authors. Thus, we differentiate between pre-

authorship initiators who first interact with another author before publishing their first journal

update and post-authorship initiators who first interact after publishing their first journal up-

date. 20.82% (n=5,439) of valid authors are pre-authorship initiators, with the remaining being

post-authorship initiators. We treat the pre-authorship initiator and post-authorship initiator

cases separately, fitting linear regression models to predict the number of months between first

authorship and initiation. Figure 4.5 shows the distribution of this interval.
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Features

To understand the relationship of the time between first initiation and first published update to

the total time spent on CB, we compute “total active time”—the number of months between an

author’s first published update or interaction and their last recorded update or interaction. We

include total active time in order to develop an understanding of initiator life-cycle and capture

the relationship of initiation to the update-writing activities of authors. For post-authorship

initiators, we add a binary feature “Is interacted with?”–1 if that author was interacted with by

any author pre-initiation and 0 otherwise. Pre-authorship initiators cannot be interacted with by

definition, as they lack sites to interact with until they become authors.

4.5.5 RQ1c Methods: With whom? Initiation target

We now turn to the question of whom an author initiates with given that they are initiating with

someone. We model initiations between authors as discrete choices to add a new directed edge

to the graph, following Overgoor et al. [223]. In this paradigm, we fit a model to compute the

conditional probability of a particular initiating author choosing the targeted receiving author—

as opposed to all other authors who have sites on CB—given that the initiator is making a

new initiation at this particular moment in the lifecycle of CB. Fitting a model to estimate

this probability enables us to evaluate the relative importance of author traits such as health

condition and role on the choice of a new connection target.

Conditional multinomial logit models

We used the Conditional Multinomial Logit Regression model, or conditional mlogit model, to

estimate the probability of an author initiating with another author. Specifically, the conditional

mlogit model estimates the probability Pi,t(j, C) of author i initiating with author j from among

the set of candidates C at time t. Given features xt for each author, we learn coefficients θ such

that Pi,t(j, C) = exp(θTxj,t)/
(∑

ℓ∈C exp(θTxℓ,t)
)

[223]. As it is not computationally feasible

to compare the initiation target against all other possible authors (i.e. C = “all authors”), one

can employ negative sampling to select a subset of candidate authors that were not initiated

with as a comparison group, without biasing the coefficient estimates [223]. We sample 24

candidate authors from the set of all valid authors with sites at the time of the initiation who
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have not previously been initiated with by the initiating author.12 Thus, for each initiation, the

model selects the true target from one of 25 candidate receiving authors. A model performing

no better than random would achieve only 4% accuracy at identifying the correct target.

Features

For each initiation, features are computed for the pairs formed by the initiating author and each

of the 25 candidate authors (which includes the target author). We use features from all four

sets:

• Network features—Following [223], we include (1) a binary feature for any non-zero in-

degree, as well as the log of the (2) outdegree and (3) indegree of each candidate, using a

censored log that returns 0 when degree is zero. We include additional binary features for

(4) reciprocation, which is 1 if the candidate has previously interacted with the initiator,

(5) weak connection (recommended in [121]), which is 1 if the candidate is already in

the same weakly-connected component as the initiator, and (6) friend-of-friend, which

is 1 if the initiator is connected to a neighboring author that is already connected to the

candidate (i.e. a feature for triadic closure [225]). All network features are computed

from the state of the network at the time of the initiation.

• Author role features—Includes (1) author role of the candidate, (2) a binary feature that

is 1 if author role is the same between the initiator and the candidate, and binary features

for if the candidate is (3) a multi-site author or (4) a mixed-site author.

• Activity features—Includes (1) count of updates made by candidate at the time of the ini-

tiation, (2) frequency of updates i.e. update count divided by author tenure in months, (3)

number of days since the candidate’s most recent published update prior to the initiation,

and (4) number of days since the candidate’s first published update.

• Health condition features—Includes only (1) a binary feature that is 1 if the initiator

and the candidate author are assigned the same non-None health condition. (See section

4.5.2.)
12Negative candidates are sampled from the state of the network at the time of the initiation and so authors who

have not yet posted an update cannot be negative candidates.
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We fit and present results for a full model containing all feature sets as well as models with

each feature set independently. We checked inputs for colinearity, finding no two features were

highly correlated.13 While the feature sets we use contain no demographic information, prior

work suggests that demographic homophily plays only a small role in OHCs [121]. However,

we do fit a model using a proxy of author geography, discussed next.

Geographic analysis

One potentially important factor in predicting initiations on CB is the geographic proximity of

CB authors. Geographic proximity may indicate existing offline social relationships or post-

diagnosis connections made in-person rather than on CaringBridge. While a fine-grained in-

vestigation of geographic effects on the relationship between the CB interactions network and

the social networks of P/CG is out-of-scope for this work given the available data, we gen-

erate a rough proxy for geographic proximity by assigning US states to authors based on the

IP addresses of their journal updates and guestbooks.14 To evaluate the impact of geography

proximity on initiations, we fit a separate full mlogit model including this proxy as a feature.

We use the Maxmind GeoLite2 City database (from Aug 13, 2019) to do IP geolocation

lookups.15 We refer to journal updates and guestbooks that are assigned identifiable geographic

coordinates as geo-identifiable posts. 93% of CB authors’ geo-identifiable posts are entirely

based in the United States. Among these authors, we attempt to assign US states as our proxy

for geographic proximity. We avoid the direct use of latitude/longitude estimates to reduce the

bias introduced through the use of IP geolocation [226].

A US state is assigned to an author if that author has at least 10 geo-identifiable posts and

among those posts the most-frequently-occurring state holds a plurality with at least a 20%

margin above the second most frequent state, with the intent of creating a high-precision, low-

recall state assignment. We fit a conditional mlogit model that includes a dummy variable for

same state assignment—1 when the initiating author and the candidate author have the same

state assignment, and 0 otherwise—in order to assess the importance of geographic co-location.
13The greatest correlation is r =0.44 between total update count and days since first published update.
14Our data do not capture IP addresses for amps or comments.
15https://dev.maxmind.com/geoip/geoip2/geolite2/

https://dev.maxmind.com/geoip/geoip2/geolite2/
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4.5.6 RQ2a Methods: Reciprocation

RQ2 addresses relationships—reciprocated dyads of valid authors. Such relationships start with

an initiation between an initiating author and a receiving author, followed by a reciprocal initi-

ation from the receiving author to the initiating author after some period of time. To understand

which non-reciprocal initiations will result in a reciprocal initiation, we fit a logistic model to

predict if the receiving author will reciprocate. As with RQ1a (sec. 4.5.3), to account for po-

tential right-censoring of reciprocations i.e. reciprocations that occurred after the end of the

data collection period, we predict if a reciprocation will occur within one year of the original

initiation and train only on author pairs with an originating initiation occurring no later than

one year before the end of the dataset.16 Thus, to broaden the scope of the reciprocations and

relationships considered, we use initiations from the full eligible range (Jan 2005 to June 2015).

Across all pairs of authors with at least one directed initiation between them in this time period,

12% are reciprocated.

To understand which initiations will result in a reciprocal initiation, we fit a logistic regres-

sion model predicting if an author pair with one initiation will be reciprocated within one year.

As features, we utilize initiator author role and receiver author role, including a full interac-

tion term, in order to tease apart the impact of author role on reciprocation. In addition, we

include the number of months (log transformed) between the receiver’s first published update

and the original initiation in order to understand when authors are most likely to reciprocate a

connection in their time on CB. We include the same duration (log transformed) for the initia-

tor, although as the initiator may not yet be a published author themselves we include a binary

indicator variable that is 1 if the initiator published their first update before the initiation.

4.5.7 RQ2b Methods: Relationships

A relationship is any reciprocated dyad between valid authors and their associated history of

interactions. Our analysis includes dyadic relationships from the full timeline in order to com-

pensate for bias introduced by right censoring, as some interactions in a relationship will occur

after the end of the data collection period (see Appendix A.11 for additional analysis). We

fit two quantitative models in order to understand what factors—especially author role—are

associated with more interactive and more balanced relationships.
1674.8% of reciprocations occur within one year.
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Number of interactions

To explore the impact of author role on total number of interactions in a relationship, we fit a

Negative Binomial regression model to estimate this count. As the data are counts and signifi-

cantly over-dispersed, a negative binomial model is appropriate; empirically, we observe a better

fit with a negative binomial model than with Poisson or log-linear regression. To improve the fit

and reduce sensitivity to outliers, only relationships with fewer than 345 interactions (99th per-

centile) were included in the training data.17 We included an interaction term between initiator

author role and reciprocator author role to tease apart the impact of role for both authors. We

also included a feature for the duration of the relationship in months, which is measured from

the first initiation to the last observed interaction within that relationship. Finally, to control for

the level of balance in the relationship, we include a binary feature “Is balanced?” using the

definition of balance introduced in the next section.

Relationship balance

Balanced relationships are potentially desirable because giving and receiving support are actions

that reinforce each other but play distinct roles in realizing positive effects [205]. We wanted

to contrast one-sided relationships to relationships where support is mutually exchanged. We

operationalized relationship balance as the percentage of interactions in a relationship made

by the original initiator vs the reciprocator. For all relationships, we classify a relationship

as balanced if no author made more than 75% of the interactions in the relationship. We fit

a binary logistic regression model to predict if a relationship is balanced or not. As in the

interaction counts model, we include features for the relationship duration and a full interaction

between the initiator and receiver author role. We include the total number of interactions as an

additional control.

4.6 Results

Results follow the same structure as the methods in Section 4.5. We present the results for RQ1

in sections 4.6.1-4.6.4, followed by the results for RQ2 in sections 4.6.5 and 4.6.6.
17Results were similar excluding outliers at the 98th and 99.9th percentile. The max number of interactions in

one relationship was 18,340.
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4.6.1 RQ1 Results: Initiations within the network

We annotated 800 initiations to identify (1) whether the initiator’s relationship with the receiver

existed before the health event that led to the creation of the CB site and (2) the relation between

the initiator and the receiver. We provide quotes from comments (marked ‘C’) and guestbooks

(marked ‘G’) to illustrate relation categories, paraphrased and renamed to preserve anonymity

and reduce traceability [4, 227]. The majority of initiations are unidentifiable in both respects

e.g. “I am praying for you! May the love and support of family and friends be of comfort to

you.” (G). 57.4% (n=459) of initiations were coded with an unknown timing relative to the

health event, while 63.9% (n=511) were coded with an unknown relation.

The non-unknown initiations provide insight about initiators’ goals and relationships to

the receiver. 28.6% (n=229) of initiations were coded as pre-health-event, while only 12.1%

(n=97) were coded as post-health-event. For each, we list the most common relations in order to

demonstrate what pre-health-event and post-health-event initiations look like on CB. The most

common pre-health-event relations were:

• Friend (n=118) e.g. “My heart is heavy from hearing the news. .... Remember to search

for answers and ask questions so that you understand everything. Hugs to all the family.”

(C).

• Family (n=20) e.g. “Hi Uncle Steve, A good day for scans, I will remember to sigh an

extra prayer! Think of u often! Love, Anna” (C).

The most common post-health-event relations were:

• Third-party connections (n=35) e.g. “Hello, I came across your site because a mutual

friend commented on facebook. I am sorry you are going through this. I am battling

breast cancer (and also a mom of 6) and I wish you well.” (C).

• CG of similar patient (n=24) e.g. “”Hi Johnson family, we met at Parents of Preemies

day. I loved reading the stories of strong little Timmy and especially the last update that

he is home! Congratulations!” (G).

• One-time visitor (n=15) e.g. “My heart aches with your familiar story. I’ve never met

you, but you and my husband now share a similar story. My husband is a STAGE IV

PROSTATE CANCER SURVIVOR. You can do this. We are here for you guys and just like
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everyone else- we want to help. We are praying hard that you get some answers that give

you HOPE. ” (C).

Some post-health-event initiations suggest that the initiation is a genuine “first contact” between

these two authors, e.g. “I stumbled across a link to Terry’s CaringBridge page and read through

your loving entries. I took care of my mother’s CaringBridge page. A labor of love and a nice

way to keep loved ones informed.” (G). Others include explicit links to their CG sites: “Hi,

my name is Kaylee and i came across your page! i look forward to following your story. My

website is: (CB site link)” (G). More detailed results, including the counts of each type of

relation identified and additional quotes, are presented in Appendix A.8.

This content analysis suggests that a small but important percentage of peer connections
are formed between authors post-health-event, although a larger percentage are from ex-
isting connections re-established on CB as a result of the health event. We now have an idea

of what these initiations look like as we move into the quantitative modeling. This content anal-

ysis also surfaces several interesting phenomena that are not addressed by our quantitative work.

How were post-health-event one-time visitors getting links to the receiving CB site? What is

the role of relation in the (re)forming of mutually supportive relationships? These questions

could be explored in future qualitative work.

4.6.2 RQ1a Results: Who initiates?

Which authors initiate peer connections? We fit logistic regression models to identify the fac-

tors that differentiate authors who will never interact with a fellow author (42.7% of authors,

n=154,811) from initiating authors—authors who have made at least one initiation (57.3%).

The models are trained on the 53,335 authors who published their first update in the initiations

period. Table 4.3 shows three models predicting author initiation within their first year on CB.

In exploratory modeling, we observed a strong impact of being interacted with on initiation be-

havior; being interacted with is associated with a 182% increase in the odds of initiating. Thus,

we fit two additional models, splitting the data by whether they had been interacted with, shown

as models (2) and (3) in Table 4.3. When an author is not interacted with, being a patient rather

than a caregiver is associated with a 30% decrease in the odds of initiation. When an author is

interacted with, being a patient is associated with a 21% increase in the odds of initiation. This

disparity suggested a statistical interaction effect between being interacted with and author role.
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(1) Full (2) Int Received (3) No Int Received
Intercept -0.323∗ 0.242∗ -0.845∗

(0.017) (0.025) (0.026)
Role = Mixed -0.104∗ 0.048∗∗∗ -0.311∗

(0.038) (0.052) (0.064)
Role = P -0.024∗∗∗ 0.189∗ -0.357∗

(0.024) (0.032) (0.040)
Update count 0.005∗ 0.004∗ 0.001∗

(0.000) (0.000) (0.000)
Update frequency (updates/month) -0.011∗ -0.010∗ -0.006∗

(0.001) (0.001) (0.001)
Is a mixed-site author? 0.074∗ -0.210∗ 0.014∗∗∗

(0.019) (0.025) (0.033)
Is a multi-site author? 0.012∗∗∗ 0.275∗ 0.012∗∗∗

(0.042) (0.062) (0.063)
HC = Cancer 0.104∗ 0.098∗ 0.108∗

(0.021) (0.029) (0.036)
HC = Cardiovascular/Stroke 0.048∗∗∗ 0.071∗∗∗ 0.040∗∗∗

(0.048) (0.065) (0.077)
HC = Congenital/Immune Disorder 0.087∗∗∗ 0.135∗∗∗ -0.067∗∗∗

(0.112) (0.146) (0.200)
HC = Infant/Childbirth -0.105∗∗∗ -0.026∗∗∗ -0.455∗

(0.074) (0.095) (0.141)
HC = Injury -0.116∗ -0.221∗ -0.056∗∗∗

(0.056) (0.071) (0.097)
HC = Neurological Condition 0.261∗ 0.174∗ 0.466∗

(0.062) (0.086) (0.093)
HC = Other 0.074∗∗∗ 0.042∗∗∗ 0.190∗∗∗

(0.078) (0.108) (0.118)
HC = Surgery/Transplantation 0.030∗∗∗ 0.110∗∗∗ -0.012∗∗∗

(0.055) (0.076) (0.088)
Observations 53,335 28,870 24,465
Log Likelihood -35923.278 -19434.315 -14391.070
Test Accuracy 58.99% 60.95% 73.23%

Table 4.3: Three logistic regression models for predicting if an author will initiate with other au-
thors. Model (1) includes all authors. Model (2) includes only authors who receive at least one
interaction from another author in their first year. Model (3) includes only authors who are not
interacted with in their first year. Table 4.4 explores the interaction between author role and being
interacted with. Note: ∗p<0.05, ∗∗p<0.01, ∗∗∗p<0.001.



76

Feature Coef. Std.Err. t P>|t| [0.025 0.975]
Intercept -0.9049 0.0163 -55.4107 0.0000 -0.9369 -0.8729
Role = Mixed -0.2979 0.0648 -4.5992 0.0000 -0.4248 -0.1709
Role = P -0.2962 0.0400 -7.3971 0.0000 -0.3747 -0.2177
Is interacted with? 1.0857 0.0212 51.2408 0.0000 1.0441 1.1272
Role = Mixed : Int’ed with? 0.4356 0.0825 5.2807 0.0000 0.2739 0.5972
Role = P : Int’ed with? 0.5932 0.0504 11.7622 0.0000 0.4943 0.6920

Table 4.4: Logistic regression model predicting if an author will initiate with other authors. P
authors are less likely than CG authors to initiate in the absence of interactions. Both P and CG
become much more likely to initiate if interacted with (182% increase in the odds of initiating), but
this effect is stronger for P than for CG. (Observations = 53,335, model d.f. = 5, log-likelihood =
−34,147, test accuracy = 67.9%)

Table 4.4 shows this significant interaction effect, which demonstrates that patient authors are

much more likely to be initiators after being interacted with compared to caregivers, although

both patients and caregivers are more likely to initiate after being interacted with. Among non-
receivers, caregivers are more likely to initiate than patients; among receivers, patients
are more likely to initiate than caregivers.

We observe differences in initiation probability by health condition. For example, compared

to reporting no health condition, an author self-reporting Cancer is associated with an 11%

increase in the odds of initiating. However, we caution against over-interpretation of the less-

common health conditions categories such as Congenital/Immune Disorder. Activity level and

authorship configuration have small effects on probability of initiation.18

4.6.3 RQ1b Results: When?

When do authors initiate peer connections? To understand the lifecycle of CB users and the re-

lationship between intended use (publishing updates) and appropriative use (peer connection),

we use linear regression to model the time between first published update and first peer initia-

tion. This interval is shown in Figure 4.5. We conduct analyses of author timing for the 5,439

pre-authorship initiators and the 20,687 post-authorship initiators separately. Only 3.72% of
18In a separate model predicting if an author is interacted with, rather than if they initiate, these effects are more

relevant, as could be expected. Each additional update published is associated with a 1% increase in the odds of being
interacted with, and being a mixed-site author is associated with a 123% increase in the odds of being interacted
with (versus a 15% increase in the odds of initiating).
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(1) Pre-authorship (2) Post-authorship
Feature Coef. SE Coef. SE
Intercept -1.6215∗∗∗ 0.078 -1.8437∗∗∗ 0.032
Role = Mixed -0.6928∗∗ 0.264 -0.0897 0.108
Role = P -1.2148∗∗∗ 0.166 -0.3996∗∗∗ 0.071
Total Active Time (log months) 1.1660∗∗∗ 0.030 1.3251∗∗∗ 0.010
Total Active Time : Role = Mixed 0.1657 0.102 0.0187 0.033
Total Active Time : Role = P 0.2607∗∗∗ 0.064 0.0616∗∗ 0.023
R2 0.310 0.542
F-stat 489.2∗∗∗ 4,899∗∗∗

Observations 5,439 20,687
Log-likelihood -10,699 -33,771

Table 4.5: Linear regression models (d.f.=5) predicting the time between an author’s first pub-
lished update and their first initiation (log months). Model (1) includes only pre-authorship ini-
tiators, whereas model (2) includes only post-authorship initiators. Note: ∗p<0.05, ∗∗p<0.01,
∗∗∗p<0.001.

initiating authors do so post-authorship but before receiving an interaction, with 75.46% of ini-

tiating authors doing so after authoring their first update and receiving an interaction. Among

pre-authorship initiators, patients publish their first update 1.28 months sooner after first ini-

tiation than caregivers (t=−5.31, p¡0.001). Among post-authorship initiators, patients initiate

4.7 months sooner after first authorship than caregivers (t=−11.91, p¡0.001). Controlling for

total active time on CB by fitting a linear model to predict the number of months between first

authorship and first initiation (log transformed), we observe the same pattern. We find a sig-

nificant interaction between total active time and author role for both pre-authorship initiators

(ANOVA F=3.72, p¡0.01) and post-authorship initiators (ANOVA F=8.91, p¡0.001). Both pre-

and post-authorship model details are given in Table 4.5.

An effects plot of the author role interaction among initiators is shown in Figure 4.6. Com-
pared to caregivers, patients initiate sooner after becoming an author. The effects plot

shows a positive but sublinear trend, indicating that initiating earlier is associated with pre-

initiation time forming a smaller percentage of an author’s total time on CB.19 Furthermore, the

gap between patients and caregivers widens among users active on CB for a longer total period
19If the trend were one-to-one, the percentage of total time that is between authorship and initiation would be the

same on average for all authors, irrespective of their total time on CB. Instead, we see that total time is associated
with a smaller percent of total time in the interval between authorship and initiation.
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(a) Pre-authorship initiators (n = 5439)
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(b) Post-authorship initiators (n = 20687)

Figure 4.6: Effects plot of interaction between author role and total active time on CB pre- and
post-initiation. The sublinear trend indicates that a longer time active on CB is associated with a
shorter time between first authorship and first initiation. Shading indicates the 99% confidence
interval. Mixed author role is not shown, as the difference from the CG condition is not significant
(Table 4.5).

of time. For pre-authorship initiators who are only active for one month, patients are predicted

to become authors 4.2 days sooner than caregivers. But among pre-authorship initiators who are

active for two years, patients are predicted to become authors 77.2 days sooner than caregivers.

For post-authorship initiators, the gap at one month is 1.6 days, widening to 59 days at two

years. This widening gap suggests a “lifecycle” model of CB use in which the authors active for

a longer period of time are more likely to initiate earlier as a percentage of their total active time

than those authors active for a shorter period of time, although we make no attempt to untangle

the causal directionality of this effect.

We also fit linear regression models using a larger set of confounding features—but without

total active time—in order to assess the predictability of time between first authorship and first

initiation. For space reasons, model coefficients are presented in Appendix Table A.4. These

two models demonstrate that pre-authorship initiation is intrinsically high variance (R2 < 0.01).

For post-authorship initiators, the author role, health condition, and “interaction received” fea-

tures are significant predictors at the 99% confidence level and so the proportion of variance

explained is higher (R2 = 0.13). For post-authorship initiators, receiving an interaction is asso-

ciated with, on average, initiating 10.5 months sooner. This large difference extends the results

from RQ1a: Not only are receiving authors more likely to initiate if interacted with, but
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also they will initiate much sooner than authors who are not receivers.

4.6.4 RQ1c Results: With whom?

With whom do authors initiate peer connections? We fit conditional mlogit models to predict the

probability of an author being the target of an initiation, as determined by both the traits of the

initiator and the traits of the target. Table 4.6 shows the model coefficients and test accuracies.

With the exception of the health condition model, all models predict the correct initiation target

significantly above chance (i.e. 4%), with the full model predicting the accurate target from

among 25 candidates 77.3% of the time. In isolation, the single most important feature is the

number of days since the candidate’s most recent update; a model that exclusively predicts

as the target the candidate who has updated most recently actually achieves 81% accuracy in

the testing period, which explains the strong prediction performance of model #4. However,

we are interested in inference: the relative importance of the features. Two features have a

directionality difference between the focused models vs the full model: (a) the author being a

patient rather than a caregiver, which overall makes an author more likely to be the target of

an initiation but not when controlling for non-role factors; and (b) candidate update count, for

which more updates is associated with a greater overall likelihood of being the initiation target,

but not when controlling for non-activity factors. We thus focus on analysis of the full model

with all features.

The most important binary feature is the reciprocation indicator—i.e. if choosing this can-

didate would result in a reciprocated connection—which is consistent with the importance of

reciprocity in online interactions [221]. In general, network features are more predictive of

initiation than having the same author role. We see strong triadic closure effects i.e. “Is friend-

of-friend?” has a large positive coefficient, and even being weakly connected with a candidate

increases the likelihood of a connection. Authors who have already received at least one ini-

tiation are more likely to be selected for subsequent initiations by other authors, even when

controlling for author tenure and number of updates published by that author. An author’s
network position is an important factor in receiving new initiations, with authors who have

been interacted with by other authors being the most likely target for new initiations.

Author role is also important in the selection of a target author. Initiations are more likely
to occur between two authors with the same role. This effect is stronger for caregivers than
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(1) All (2) N (3) R (4) A

Candidate out-degree (log) −0.191∗ −0.510∗

(0.005) (0.004)
Has in-degree? 0.756∗ 0.995∗

(0.017) (0.013)
Candidate in-degree (log) 0.649∗ 0.674∗

(0.005) (0.003)
Is reciprocal? 20.016∗ 13.068∗

(0.460) (0.174)
Is weakly connected? 1.767∗ 2.454∗

(0.021) (0.021)
Is friend-of-friend? 5.220∗ 4.881∗

(0.097) (0.050)
Candidate Role = Mixed 0.020 0.095∗

(0.018) (0.012)
Candidate Role = P −0.242∗ 0.124∗

(0.012) (0.008)
Same author role? 0.299∗ 0.371∗

(0.012) (0.008)
Candidate multi-site author? 0.315∗ 0.249∗

(0.015) (0.010)
Candidate mixed-site author? 0.474∗ 1.365∗

(0.008) (0.005)
Candidate update count −0.0003∗ 0.001∗

(0.00004) (0.00002)
Candidate update frequency 0.007∗ 0.004∗

(0.0002) (0.0002)
Days since recent update −0.011∗ −0.013∗

(0.00005) (0.00005)
Days since first update −0.001∗ −0.001∗

(0.00001) (0.00001)
Same health condition? 0.213∗

(0.009)

Observations 155,141 155,141 155,141 155,141
Log Likelihood −133,747 −353,610 −465,556 −206,744
Test accuracy 77.3% 32.4% 9.8% 73.3%

Table 4.6: Conditional mlogit models predicting initiation probability for an initiating author and
an arbitrary candidate author. The first model includes all features sets; models 2-4 include only
one of the feature sets: Network, Role, and Activity respectively. The model fit with only the health
condition feature is not shown: the model’s single coefficient is 0.411 (s.e. 0.006), and it has log
likelihood -496,923.3 and test accuracy 4.9%. Note: ∗p<0.01.
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for patients. We observe no significant difference between caregiver-role candidates and mixed-

role candidates. Authors of multiple sites and authors on mixed sites are also more likely to be

the target of initiation, perhaps due to a larger set of interested readers that may include peer

authors.

The activity features demonstrate that initiation is more likely when a candidate has more

recently become an author, having written fewer updates but at a high frequency. As discussed

above, authors are much more likely to be the target of initiations shortly after they publish an

update, which may suggest update dissemination effects and textual content factors that are not

captured in this analysis.

We also fit models using only the subset of the 66,616 first initiations, in order to evaluate

whether the first initiation made by an author is somehow different. Feature directionality and

relative magnitude remain the same, with the exception that first-time initiators are less likely

to initiate with mixed-site authors.

Geographic analysis

32.7% (118,534) of authors were assigned US states using the state-assignment procedure. As

a face validity check, the most frequent state assignments are Minnesota (6.3%; CaringBridge

was launched in Minnesota), California (2.8%; the most populous US state), and Texas (2.8%;

the second most populous US state). Authors assigned states are more active, more likely to

have a plurality of their updates in a single US state, and more likely to initiate with other

authors (2.41 vs 2.26 mean initiations, p < 0.001) than the average CB author.

In the initiations period, initiations between state-assigned authors account for only 4.5%

(7,007) of the total initiations. 49.5% of these initiations were between two authors that have

the same US state assignment, a percentage significantly above chance. Fitting a full multino-

mial logit model that includes a dummy variable when the initiating author and the candidate

author have the same state assignment confirms the importance of this feature: sharing a state

assignment increases the odds of initiating with an author, holding other variables fixed. (The

model details and full comparison is shown in Appendix A.10, Table A.5.) Fitting a model with

only that feature results in a test accuracy (on 668 initiations in the test period) of 27.8%. This

analysis suggests the importance of geographic co-location, although given the biased nature of

the proxy used it is hard to reason about the magnitude of this effect relative to the other contex-

tual factors. At a minimum, geographic co-location is an important predictor of initiation
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Feature Coef. Std.Err.
Intercept -2.320 0.008
Initiator Role = Mixed -0.090 0.016
Initiator Role = P -0.332 0.013
Receiver Role = Mixed -0.178 0.017
Receiver Role = P -0.110 0.015
Init. Role = Mixed : Rcvr. Role = Mixed 0.597 0.043
Init. Role = P : Rcvr. Role = Mixed 0.687 0.034
Init. Role = Mixed : Rcvr. Role = P 0.630 0.036
Init. Role = P : Rcvr. Role = P 1.204 0.025
Was init. author? 1.115 0.010
Was init. author? : Months after first update -0.310 0.002
Months after first rcvr. update 0.036 0.002

Reciprocation Probs
CG P

Initiator

CG

PRe
ce

iv
er

23.1%

21.2%

17.7%

39.1%

Table 4.7: Logistic regression model predicting if an author pair with one initiation will be recip-
rocated within one year. All coefficients are significant at p<0.001. Reciprocation is more likely
between two authors that have the same role. Predicted reciprocation probabilities are given for
various initiating and receiving author roles fixing the other variables such that both the initiator
and the receiver became authors one month before the original initiation. (Observations = 737,747,
model d.f. = 8, log-likelihood = −257,750).

for some authors.

4.6.5 RQ2a Results: Reciprocations

Which authors reciprocate and to which initiators? Among all pairs of authors with at least

one directed initiation, only 12% are reciprocated within one year. We fit a model to predict

if an author will reciprocate an initiation from another author within one year, as a function

of both the initiator’s and the receiver’s author role. Table 4.7 shows the coefficients for the

logistic regression model. Authors are more likely to reciprocate an initiation when the
initiator and the receiver have the same role. Patients are particularly likely to reciprocate

in general, with patients who initiate with caregivers receiving the lowest reciprocation rates.

Unsurprisingly, initiations from pre-authorship initiators are much less likely to be reciprocated;

the initiator having already published their first update at the time of initiation is associated

with a 205% increase in the odds of reciprocation. When the initiator is already an author,

reciprocation is less likely the longer that author has been on CB. In contrast, receivers are more

likely to initiate the longer they have been on CB. To the right of Table 4.7, we show estimated
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Feature IRR Coef. Std.Err. z p
Intercept 17.479 2.8610 0.0061 471.7680 0.0000
Initiator AR = Mixed 0.981 -0.0194 0.0125 -1.5531 0.1204
Initiator AR = P 0.928 -0.0748 0.0099 -7.5329 0.0000
Reciprocator AR = Mixed 0.967 -0.0338 0.0128 -2.6322 0.0085
Reciprocator AR = P 0.946 -0.0553 0.0108 -5.1382 0.0000
Init. AR = Mixed : Recip. AR = Mixed 1.044 0.0430 0.0328 1.3112 0.1898
Init. AR = P : Recip. AR = Mixed 1.187 0.1717 0.0254 6.7680 0.0000
Init. AR = Mixed : Recip. AR = P 1.083 0.0798 0.0268 2.9724 0.0030
Init. AR = P : Recip. AR = P 1.261 0.2321 0.0179 12.9835 0.0000
Is balanced? 0.702 -0.3545 0.0056 -63.0274 0.0000
Duration (months) 1.020 0.0198 0.0001 150.5271 0.0000
Alpha — 0.9337 0.0035 265.0840 0.0000

Table 4.8: Negative Binomial Regression model predicting dyadic relationship interaction counts.
Incidence rate ratios (IRR) are given in the first column. Alpha is the estimated dispersion pa-
rameter, which is assumed non-zero. (Observations = 125,629, model d.f. = 10, log-likelihood =
−525,510)

reciprocation probabilities based on author role, given that both the initiating and receiving

author published their first journal update one month before the initiation. While only 12% are

initiated among all pairs, the probability of initiation among patient/patient pairs in which the

initiator has already published their first update is more than twice that baseline.

4.6.6 RQ2b Results: Relationships

What factors lead to more interactive relationships? We present results for models predicting

the total number of interactions in a relationship and the degree to which the interactions are

balanced between both authors in a relationship.

Number of interactions

We identified 125,629 relationships for analysis. The median relationship has 13 interactions,

and 93.5% of relationships have 100 or fewer interactions. We evaluated the impact of having

the same author role on the number of interactions in a relationship. Table 4.8 shows the inci-

dence rate ratios and coefficients for the negative binomial regression model predicting the total

number of interactions in a relationship. Features with incidence rate ratios greater than 1 are
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Feature Coef. Std.Err. z p
Intercept 0.3867 0.0097 39.7880 0.0000
Initiator AR = Mixed -0.0940 0.0253 -3.7129 0.0002
Initiator AR = P -0.1148 0.0201 -5.7070 0.0000
Reciprocator AR = Mixed -0.1349 0.0260 -5.1841 0.0000
Reciprocator AR = P -0.1170 0.0218 -5.3628 0.0000
Init. AR = Mixed : Recip. AR = Mixed 0.2020 0.0666 3.0319 0.0024
Init. AR = P : Recip. AR = Mixed 0.1186 0.0515 2.3035 0.0212
Init. AR = Mixed : Recip. AR = P 0.1306 0.0544 2.4004 0.0164
Init. AR = P : Recip. AR = P 0.3156 0.0363 8.6853 0.0000
Interaction count -0.0029 0.0001 -26.0014 0.0000
Duration (months) -0.0060 0.0002 -25.6988 0.0000

Table 4.9: Logistic regression model predicting dyadic relationship balance. Dyadic relationships
in which both authors have the same author role (AR) are more likely to be balanced. (Observa-
tions = 124,377, model d.f. = 10, log-likelihood = −85,749)

associated with an increased total number of interactions, while an incidence rate ratio less than

1 is associated with a decreased total. Relationships have more interactions when authors
have the same role. Compared to caregiver/caregiver relationships, relationships where the

initiator or the receiver is a patient is associated respectively with a 7.2% and a 5.4% decrease

in the rate of interactions. However, both authors being patients is associated with a 10.7%

increase in interactions relative to caregiver/caregiver relationships.

Relationship balance

Balance refers to the difference in the number of interactions made by the original initiator vs

the original reciprocator. To control for the noise introduced by short relationships, we train

the model using only relationships with at least 10 interactions (n=124,377). The initiator of a

relationship tends to interact more: 63% of relationships involve a majority of the interactions

coming from the initiator. A majority (52.47%) of relationships are balanced, with an addi-

tional 32.82% dominated by the initiator and the final 14.71% dominated by the reciprocator.

Appendix Figure A.5 shows the distribution of relationships by the percentage of interactions

coming from the initiator.

We predict relationship balance as a function of author role while controlling for total inter-

actions and duration. Table 4.9 show the coefficients for the logistic regression model predicting
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RQ Result Sec.

RQ1a
Among non-receivers, caregivers are more likely to initiate than patients;
among receivers, patients are more likely to initiate than caregivers.

4.6.2

RQ1b Compared to caregivers, patients initiate sooner after becoming an author. 4.6.3

RQ1c Initiations are more likely to occur between two authors who have the same role. 4.6.4

RQ2a
Authors are more likely to reciprocate an initiation when the initiator and the
receiver have the same role.

4.6.5

RQ2b
Reciprocated relationships have more interactions and are more balanced when
authors have the same role.

4.6.6

Table 4.10: Summary of results.

relationship balance. Reciprocated relationships are more balanced when authors have the
same role. Having the same author role is associated with a 12% increase in the odds of a

relationship being balanced. As with number of interactions, patient/patient relationships are

more likely to be balanced compared with caregiver/caregiver relationships.

4.7 Discussion

In the analyses presented in section 4.6, we identified a variety of behavioral patterns and differ-

ences between patient and caregiver authors on CB. Table 4.10 highlights our key findings. Why

do we observe differences in connection behavior between patients and caregivers? We suggest

two primary interpretations for the observed differences: First, the differences might indicate

diverging preferences of patients and caregivers for specific connection behaviors. Second, the

differences might indicate the existence of communicative or technical barriers influencing the

observed behaviors. These interpretations are not mutually exclusive, with both aspects together

contributing to the communication patterns observed in this study.

We emphasize that future qualitative work is needed to detangle these two interpretations.

For example, we found that while patients are more likely to initiate with peers than caregivers,

caregivers are more likely to initiate after they have received an interaction. Is this result due

to patients’ greater desire to actively seek out a support community (preference), to caregivers’
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lower knowledge of peer authors on CB (barrier), to caregivers’ greater need for support along-

side a stigma against asking for that support (preference+barrier), or to other factors? Sug-

gestively, Smith et al. found that—in the case of instrumental support—a greater proportion of

caregivers do not ask for needed support compared to patients [8]. To identify the cause of the

initiation gap, researchers could qualitatively study how these unmet caregiver support needs

manifest in OHC peer connection behaviors.

This section explores our results through the lens of preferences and barriers. First, we ex-

plore the RQ2 results with an eye toward fostering supportive online relationships, highlighting

connections to prior work and unknowns that could be addressed in future work. Second, we

discuss the implications of these findings for recommendation systems designed to facilitate

new relationships. Third, we discuss the implications of our results for future research that in-

corporates structural health roles, including plausible factors that affect caregivers’ behavioral

preferences for connection.

4.7.1 Fostering online relationships

Our results show that patient/patient and caregiver/caregiver author dyads are more likely to

have highly interactive and balanced relationships than patient/caregiver dyads. Does this ob-

served gap reveal a preference for interactions amongst authors who have the same role? This

interpretation is supported by Thoits’ theory that experientially-similar others are important

sources of support because they provide active coping assistance beyond the instrumental sup-

port provided by offline caregivers [59]. The prevalence of same-role dyads thus reflects a

preference for authors who have had or are having similar experiences. This preference could

be supported through designs that aid authors in identifying experientially-similar others to en-

gage for support. For example, Ruthven proposes “narrative retrieval” as a novel IR task—one

that could be applied in this context to identify similar-narrative authors who are sharing or who

have shared experiences with the seeking author [228]. In addition to supporting same-role

dyads, future qualitative work could investigate the specific types of support provided in differ-

ent-role dyads in order to identify the strategies used to make [currently rare] patient/caregiver

relationships mutually beneficial and verify Thoits’ theory about active coping assistance.

The observed gap could also indicate social barriers making it harder for patient/caregiver

dyads to form relationships on CB. Two salient barriers are that caregivers may not “know what

to say” to patients [229] and that patients may perceive support offers as unhelpful [230]. Tools
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such as MepsBot represent an opportunity to intervene during the comment-drafting process

to increase the confidence of caregivers that they are writing comments that will be perceived

as supportive to the receiving patient [107]. Given the shifting needs of patients, sometimes

non-response or a non-text response such as an amp may be the appropriate interaction for the

relationship; designs for intervening in an on-going communcative process may benefit from

incorporating and surfacing elements of the existing relationship’s context in order to adapt

to the complicated norms around response in sensitive health contexts [231, 232]. In sum-

mary, the gap between patient/caregiver and same-role author dyads indicates both preference

for communication with experientially-similar others and socio-technical barriers to cross-role

communication. OHCs should consider addressing this gap in pursuit of mutually supportive

relationships.

4.7.2 Designing peer recommendation systems

Much research on OHCs is motivated by the goal of designing recommendation systems to

form new relationships [128, 144, 64, 42, 233, 139]. Such systems have a goal of facilitating

mutually supportive communication. However, creating a recommendation system to facilitate

supportive communication is hard; many online support interventions do not work as intended,

producing minimal positive changes [234, 235]. Peer recommendation systems that are faithful

to the preferences of users have a better chance to succeed. Our work reveals the preferences

of users “in the wild” and suggests three types of features that could be incorporated into peer

recommendation systems in order to support the communication behaviors that OHC users are

already doing.

• Author role features. People benefit from and want relationships with experientially-

similar others [13, 59]. That people with the same author role tend to form these types

of connections on CB provides evidence that the incorporation of author role informa-

tion as additional recommendation system features could facilitate connections that have

the shared experience qualities authors are seeking [114, 236]. It is particularly notable

that having the same author role is associated with more interactive relationships, a desir-

able outcome of recommendation to increase supportive social engagement. Author role

should be considered alongside shared demographic or health condition traits as strong
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correlates with supportive connections [109]. Our recommendation echoes calls to con-

nect caregiver family members of cancer patients with others in a similar position [125].

• Network features. Network features play an important role in who users initiate with;

therefore, recommendation should also take network characteristics into account [121].

Since authors who have initiated with others are also more likely to be the target of future

initiations, one goal of such a system may be to encourage a first interaction in order

to facilitate the formation of future connections. Such an outcome could be encouraged

through the recommendation of popular, central authors in the largest weakly-connected

component with many existing connections. Once connected with at least one other,

friends-of-friends and others in the same component are natural choices given the impor-

tance of the network features in the RQ1c analysis.

• Temporal features. Recommendation should also consider the impact of the timing of

recommendations given; recommendations given in a particular period of a health jour-

ney may be more impactful in terms of positive health outcomes [72]. We find that

patients initiate sooner than caregivers do, which may suggest differential “readiness” for

forming peer connections by author role. Both patients and caregivers will initiate more

quickly after being interacted with, so recommendation of previously-uninteracted-with

authors may result in more communication overall. Reciprocation is most likely when

contacted by newer authors, so creating opportunities for newer authors to interact may

be particularly beneficial for creating more reciprocated connections. We also observe

that initiating early is associated with a longer total time on CB. While longer-term use

of CB is not necessarily beneficial for authors, it may indicate both need and opportu-

nity for the cultivation of the longer-term mutually supportive relationships that form the

foundation of a self-sustaining health community [219].

Our results suggest that incorporating these features could facilitate more supportive connec-

tions. However, subsequent experimental work is necessary to verify the effectiveness of these

features for the peer recommendation problem in OHCs.

4.7.3 Incorporating structural roles in future research

We highlight two implications of our results for research that incorporates structural roles.
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Integrate structural and behavioral roles. Our results show that the structural roles patient

and caregiver are associated with differences in OHC connection behavior. While these roles

have been used in previous literature [61], they have functioned mainly as descriptors without

a clear definition. Our results suggest an important research opportunity: understanding the

relationship between behavioral roles and structural roles. Behavioral roles describe patterns of

user behavior. For example, Yang et al. define role as “a set of interaction patterns regulated

by explicit or implicit expectations and adopted by people in a social context to achieve spe-

cific social goals” [114]. Using this definition, they label patterns of behavior with names like

“story sharer”. Structural roles function on a higher level, where adopting the role of patient

or caregiver represents a personal transition: in terms of motivation, responsibilities, and re-

lationships with others [118, 36]. Identifying and tracking a person’s behavioral roles during

their transition into a structural role such as patient could link motivations for use of OHCs with

specific behaviors e.g. sharing stories. Such linking enables supporting a variety of structural

roles by designing for the motivations that lead to the behaviors associated with those roles.

Tensions between structural role and behavioral enactment of that role are relevant outside the

health context as well. In contexts where structural roles have explicit technical support, such

as content moderation [237], separately examining moderator motivations and behaviors could

motivate changes in the technical support provided for that role.

Focus on caregiver motivations. Our results about caregivers’ use of CB has implications

for understanding their motivations for connection. First, we find that—in the absence of receiv-

ing an interaction—caregivers are more likely than patients to initiate with other CB authors.

Caregivers’ greater propensity to connect with others may reflect a lack of offline support for

caregivers that creates stronger motivations for caregivers to initiate, particularly in the search

for experientially-similar others [62]. Alternately, the observed appropriative use of CB for

inter-caregiver communication may reflect a lack of appropriate channel for this communica-

tion in the readily-available communication technologies already in use [238]. However, further

research is necessary to untangle the degree to which this gap between patients and caregivers

is indicative of unmet support needs versus a simple homophily preference. Second, our re-

sults show that patients are particularly receptive to interactions from other authors and that

caregivers are less affected by receiving an interaction. Caregivers may be less likely to view

themselves as the relevant recipient of the message [125, 127] or may view reciprocation as
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an inappropriate articulation of personal concerns and challenges [239]. In general, the appro-

priative use of CB for peer communication rather than health blogging presents opportunities

to meet unmet needs. Qualitative work is needed to understand the motivations that lead care-

givers to initiate and to understand the particular importance these online peer relationships play

in acquiring support for caregivers.

4.8 Limitations & Future Work

In this section, we discuss some limitations of our approach and sketch opportunities for future

work to address these limitations.

The CB interaction network we study here is a partial view of the true social network, which

includes both offline connections and online connections established or developed on other

platforms. Furthermore, authors that do interact may differ from authors who do not interact

on a variety of demographic and psychosocial factors [240, 58]. In studying the connection

behavior of authors already on CB, we are engaging with a non-random sample of patients and

caregivers, so application of these patterns to offline contexts should be done cautiously [241].

Cross-platform and online/offline studies would contribute greatly to an understanding of the

online health support ecosystem and the applicability of these findings to patients and caregivers

more generally.

In studying peer connections, connections formed on CB between two strangers are the

most similar to those created via hypothetical recommendation systems. However, identifying

and isolating only these connections is challenging. Detailed content analysis or other quali-

tative approaches to both identify and understand the formation of these connections would be

valuable.

In reasoning about the importance of author features for peer connections, we note the risk

of unobserved confounds [242]. While we attempted to address key confounders (e.g. geo-

graphic location) through additional analyses, the inclusion of additional likely confounding

factors (e.g. existing offline relationships) would increase confidence in our findings. Further-

more, while we found an increased likelihood of connection between authors with the same role

or health condition, it is impossible to differentiate homophily effects from contagion effects in

observational data [243]. Future experimental work would enable exploration of these differing

causes. In examining the full network, we also did not account for tie strength [244], which
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may be possible to estimate from the specific interactions between two authors. Incorporating

tie strength would enable the comparison of weak ties to strong ties formed on OHCs, which

are known to have different supportive functions [201].

In this study, we did not explore the impact of forming peer connections on specific out-

comes such as engagement, perceived support, or stress. Further understanding of these out-

comes is an important area for further research before the implementation of systems that fa-

cilitate the creation of these connections [13]. While explorations of web-based social support

have found correlations between social support and positive outcomes such as decreased stress,

experimental interventions have not always found a decrease in stress even as received support

increased for participants [245, 13, 98]. Causal work is needed to understand the contexts in

which peer connections are beneficial to participants.

Overall, author connections on OHCs provide a fruitful ground for further inter-disciplinary

multi-method research. We continue our investigation of author connections—including new

connections among strangers—in Chapter 5.

4.9 Conclusion

In this chapter, we explored the formation of peer connections in an OHC without explicit peer

finding mechanisms. By examining the peer connections that CaringBridge authors did form,

we learned about their preferences. We found significant differences in the initiation, reciproca-

tion, and maintenance of these connections between two important structural roles: patients and

caregivers. This work indicates the importance of structural health roles to behavior in online

health communities and suggests opportunities for the design of systems to actively facilitate

or recommend these connections. A focus on author roles opens up multiple opportunities for

future research applying these results to the dynamics and design of mixed-role systems. In par-

ticular, experimental work is needed to integrate author role into peer recommendation systems

designed to facilitate interaction and foster mutually supportive relationships. In Chapter 5, we

discuss the feasibility of that experimental work for facilitating peer connections.



Chapter 5

Peer recommendation as a support
intervention

In Chapters 3 and 4, we developed an understanding of CaringBridge authors’ journaling and

peer interaction behavior. In this chapter, we synthesize that understanding to develop a system

for peer recommendation. Peer recommendation systems are a computational approach to peer

finding that encourage users to evaluate specific, recommended others. I conceptualize peer

recommendation as a health intervention into the online social networks of OHC users. As an

intervention, the peer recommendation system encourages users to read about the experiences

of and interact with peers: two behaviors linked with potential health benefits. I evaluated the

CaringBridge peer recommender system by conducting a 12-week field study in which authors

received weekly peer recommendations via email. Promising field study results support the

usefulness of and demand for peer recommendation and suggest benefits to evaluating larger

peer recommendation interventions. The primary contribution of this study is practical guidance

on the development and evaluation of peer recommendation interventions for OHCs.

5.1 Introduction

Social support helps people in health crises cope with stressful circumstances. Access to emo-

tional, informational, and instrumental support is associated with increased quality of life [246],

improved psychosocial health [247], and physical health [74]. Support from peers—people who

92
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have had similar health experiences—is particularly useful [63, 7]. However, a person’s exist-

ing offline support community may lack peers [59, 65]. Online communities provide a place

for people to support each other in ways that their existing offline support communities cannot

by offering opportunities to connect with peers. While health support is exchanged online on

diverse platforms [182, 248, 249], online health communities (OHCs) are specifically designed

for health-related discussion and support [7, 250].

Even in OHCs, however, finding supportive peers can be time-consuming [104, 64]. Algo-

rithmic matching systems could enable design features that help OHC users to find peers, but

existing approaches are limited or have remained entirely theoretical [139, 10]. For example,

a common approach to peer finding requires a user to explicitly search or filter for people or

topics of interest, a process that support seekers and providers may find labor-intensive and

discouraging in health-related contexts [104, 168]. Recommendation systems for peer finding

can incorporate the user’s past behaviors as an implicit signal to identify potential matches—

people with valuable similar experiences [114]. However, no existing recommendation system

has been evaluated for peer matching in OHCs: no experimental evidence links the availability

of peer recommendations with hypothesized increases in beneficial peer connection behaviors.

The goal of this chapter is to explore the idea of connecting peers in online health com-

munities for mutual support. We accomplish this by designing, developing, and evaluating an

email-based peer recommendation system for users of the online community CaringBridge. De-

spite recent research arguing for the potential utility of peer recommendation [144, 64, 42, 233,

139, 114, 134, 10, 9, 104], no study yet describes use of peer recommendation in practice. We

conducted a feasibility study to assess the usefulness of and demand for peer recommendation.

Feasibility studies are designed to determine if an intervention should be evaluated in a larger or

more comprehensive study [1]. We argue that peer recommendation should be conceptualized

as a health intervention that can change specific user behaviors—behaviors that are linked to

psychosocial or physical health. Our proposed intervention is designed to increase two behav-

iors: reading about peers’ health experiences and increasing interaction among peers. In the

rest of this introduction, we summarize the proposed intervention (sec. 5.1.1), its evaluation

in a 12-week field study (sec. 5.1.2), and the encouraging findings for our core contribution:

evidence for the feasibility of using recommendation to connect peers in OHCs (sec. 5.1.3).
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5.1.1 What is the proposed intervention?

The proposed intervention is displaying recommended peers to current OHC users. This design

intervention has two aspects: an interface that displays details about recommendations and an

algorithm that selects peers to recommend in the interface. The interface shows “profiles”—

summaries of each individual peer being recommended [251]. By including previews of and

links to a user’s recent activity within the OHC, we enable prospective peers to evaluate the

relevance of the recommended user [152]. Second, the algorithm identifies “relevant” peers for

a specific user by incorporating their prior activity in the OHC and ranking potential peers based

on their mutual activity.

We ground our feasibility study in the context of a large existing OHC—CaringBridge.org.

CaringBridge users write blogs to describe their health experiences to their broader support

networks. In the CaringBridge context, we will be recommending blogs written by peers to the

authors of existing blogs. A recommendation intervention offers the potential for CaringBridge

blog authors to form connections with peers that they may not be explicitly seeking but for

whom they can give or receive meaningful support. We use a weekly email as the interface

to display recommendations, producing textual profiles that contain previews of recent blog

activity. We use a machine learning-based recommendation system to rank potential peers based

on historical interaction behavior on CaringBridge.

As an intervention, recommending the blogs of peers to OHC users aims to directly alter

those users’ natural social networks. Such manipulations are necessarily complex [252], so a

focus on specific user behaviors that the manipulation will induce is important. The intervention

is expected to increase two behaviors: reading about the experiences of peers and interacting

with peers. Both of these behaviors are associated with benefits, such as reduced stress, useful

coping information, and a sense of community [13]—discussed further in sec. 5.2.1. However,

the experimental evidence linking peer connection with benefits is mixed [7], and includes

potential risks such as increased distress [13]. These mixed outcomes motivate us to carefully

evaluate the feasibility of an intervention to increase these behaviors and produce benefits for

participants.
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Table 5.1: Feasibility assessment of a peer recommendation intervention. We collected evidence in
five focus areas (originally described by Bowen et al. [1]). Each point of evidence is associated with
a corresponding section (in parentheses).

Feasibility
Area

Description Evidence

Demand Interest in the intervention Prior use (5.3.1), expressed interest
(5.5.1), actual use (5.5.2)

Implementation Tangible design and
engineering to implement the
intervention in a particular
context

The system design: both interface
(5.3.2) and model (5.3.3)

Practicality Requirements for administering
the intervention

Model quality (5.3.3), required data
(5.3.3), compute time (5.3.3)

Acceptability How participants react to the
intervention

Explicit participant preferences
(5.5.1) and feedback (5.5.2)

Efficacy How much the intervention
affects the desired behaviors

Reading behavior (5.5.3), interaction
behavior (5.5.3), second-order
effects (5.5.3)

5.1.2 How did we assess feasibility of the intervention?

We conducted a field study to assess the feasibility of a peer recommendation intervention and

to identify requirements for running a larger randomized controlled trial. Feasibility refers to the

ability to use an intervention in reality: a broad and necessarily multifaceted construct. Thus,

we collected evidence of feasibility in five focus areas, summarized in Table 5.1: Demand,

Implementation, Practicality, Acceptability, and Efficacy. The names of these focus areas are

adapted from Bowen et al.’s discussion of feasibility assessment for health interventions [1].

For each focus area, we collected converging lines of evidence to understand the feasibil-

ity of the proposed intervention. We derived this evidence from three primary data sources:

a log data analysis of CaringBridge user data, surveys of CaringBridge users, and participant

feedback during a 12-week field study. We used log data to develop a content-based recom-

mendation model based on implicit feedback from historical peer interactions. We used survey

data to identify motivations for peer connection, to characterize interesting peers, and to un-

derstand how field study participants engaged with recommendations. We observed usage of

our recommendation system during a field study to assess the impact on reading and interaction
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behavior—as well as to identify any second-order impacts on the usage behavior of both the

participants receiving recommendations and the blog authors receiving potentially-unwanted

attention from peer strangers.

5.1.3 Contributions

The primary contribution of this chapter is a determination that peer recommendation inter-

ventions designed to facilitate OHC user connections are feasible. We offer this feasibility

assessment in terms of demand for the intervention, implementation challenges, practicality of

administration, acceptability to participants, and efficacy. We present our system design as a

model for future peer recommender systems. During the 12-week field study, 79 participants

received weekly peer recommendations via email, leading to hundreds of repeat visits to blogs

and hundreds of extra peer interactions. Participants clicked 5% of recommendations, although

less than half of the participants clicked any recommendation and fewer still chose to visibly

interact with recommended blogs. We find no evidence of second-order harms or benefits, and

overall find an interest in and willingness to engage with blogs written by peer strangers. We

conclude with implications for the further development of peer recommendation systems for

OHCs, including considerations for both the context of deployment and design trade-offs. We

believe that peer recommendation systems can facilitate connections that authors may not be

explicitly seeking—and that those connections can facilitate meaningful support. We offer the

first substantive evaluation of a real peer-matching recommendation intervention and its impact

on OHC user behavior.

5.2 Related Work

To design a peer recommendation system for users of online health communities (OHCs), we

drew from existing work on OHCs, on peer matching, and on algorithmic recommendation. The

most direct precursor to our current work is Hartzler et al.’s study of peer mentor recommenda-

tions for cancer patients and caregivers [139], which we discuss as an algorithmic approach to

peer matching.
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5.2.1 Online health community use

People use OHCs in the hope that they will obtain useful support. Both people experiencing a

health condition and people caring for a loved one are motivated to use OHCs to help overcome

isolation by offsetting deficits in existing relationships and identifying people who have had

similar experiences [13]. While the effects of using OHCs are somewhat unclear, feeling so-

cially supported is a key determinant of health linked to OHC use [7, 74]. Meta-reviews reveal

consistent associations between social support and a variety of health outcomes, e.g. mortal-

ity [74, 75, 76]. OHCs have diverse interfaces and affordances, including forums, listservs,

blogs, chatrooms, Q&A sites, and update feeds [13]. The social support available from OHCs

is also diverse, including informational support from discussions of treatments and symptoms,

emotional support from sympathetic others and being a part of a community, and other forms of

support including the instrumental and the spiritual [7, 85]. Support can come from many types

of users [114], but one particular benefit of OHCs is that they expose you to many peers.

Peers are people who have similar experiences [63]. Peer relationships differ from profes-

sional/patient and mentor/mentee relationships in that no formal role or expectation structures

the relationship [63]. Compared to a person’s existing offline support networks, peer can pro-

vide more useful support [59, 63]. A wide variety of theoretical models support the potential

benefits of peer connection [7, 59, 63, 65]. We avoid adopting a specific theoretical basis for our

current study, as we do not operationalize or measure social support directly, instead focusing

on behaviors—reading and interaction—that are compatible with multiple theoretical models.

Reading about peer experiences

Reading about the experiences of peers can be beneficial even in the absence of interaction [7].

In addition to learning from the valuable information contained in peers’ writing e.g. coping

strategies [100], reading peer experiences can build a sense of community [101]. Further, read-

ing can reduce loneliness [102], contribute to feelings of normalcy and hope [102, 103], reduce

uncertainty and anxiety [100], and enable collective sensemaking about one’s journey [104]. In

general, reading the experiences of others can benefit readers by enabling positive and normal-

izing social comparisons to the experiences of others [98, 105]. But, making social comparisons

is not without risk: the negative experiences of others can produce a sense of helplessness or

increase distress [98, 106].
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Interacting with peers

Interacting with peers offers many potential benefits—among them are membership in a com-

munity, acquisition of new information, normalization of one’s experiences, and relief from

distress [13]. Online peer interaction can take three general forms: providing support to others,

receiving support from others, and forming reciprocal relationships. While receiving support

from others has obvious appeal, not all support is perceived as wanted or useful, and in general

there is mixed causal evidence for the benefits of online interaction-based social support [7]. A

gap between received and perceived support bedevils designers of social support interventions:

increased received support is only weakly correlated with perceptions of that support [67, 59].

Providing support to peers, on the other hand, may be more beneficial to the provider than

the receiver [90]. Support needs differ over the course of a health journey, and providing sup-

port presents an opportunity to “give back” and enact self-efficacy [35, 39]. Reciprocal peer

relationships can offer the best of both worlds, but also presents significant risks in health con-

texts [13]. Stress can increase if online contacts are doing poorly or doing well due to social

comparisons [98]. The sudden drop-out of a connection, due to churn or patient death, can

also increase distress [99]. Further, peers might be unintentionally unsupportive due to differ-

ences in communication style [107]. Due to the risks of interacting with peers, interventions

designed to increase interaction cannot be deployed without careful evaluation of the risks and

benefits—which motivates us to conduct an initial feasibility study for peer recommendation

specifically.

5.2.2 Social support interventions

The archetypal peer support intervention is the support group [128]. Online support groups offer

similar approaches using a different medium, although generally still designed for and managed

in a clinical setting [129, 130]. Other clinical approaches bridge the gap to OHCs—for example,

Haldar et al. designed an OHC for people in the same hospital [34]. Peer support interventions

have potentially many goals in mind: providing social support, providing health information or

education, developing self-efficacy (e.g. by vicarious viewing of peer behavior [101]), adjusting

social norms (e.g. use of a particular health behavior), or even facilitating social movements for

patient advocacy [63]. In 2004, Cohen expressed skepticism of peer support interventions in

general, identifying a string of peer support group studies finding null effects and arguing for a
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focus on forming weak ties and propping up existing support networks [128]. Nearly 20 years

later, the challenges associated with designing effective peer support interventions remain [7].

As an intervention into people’s online social networks, we examine recommender systems as a

mechanism for encouraging initial interactions that can blossom into weak tie relationships. In

general, recommendation is one approach to improving the quality of support received by peers

via matching peers by some measure of “fit”. We discuss prior approaches to peer matching

next.

5.2.3 Health peer matching

Health peer matching has occurred largely in the context of hospital-attached programs where

mentors and mentees are matched by a 3rd-party broker, usually a nurse or program man-

ager [141, 135, 152]. Consider “woman-to-woman”, a peer support program for women with

gynecologic cancer: when a new participant expresses interest in the program, the program

manager selects a match “of similar diagnosis and age” from a pool of volunteer mentors [136].

In contrast, online peer recommendation is not constrained to formal mentor/mentee pairings

and can draw from a much larger pool of prospective “volunteers” at the cost of the clear ex-

pectations that come with structure and a human coordinator. In this study, we aim to seriously

consider non-coordinated peer matching as a health-related social support intervention.

Little explicit guidance exists for peer matching [133, 63]. Table 2.1 provided an overview

of peer characteristics identified in prior work as salient or important for effective peer matching.

We distinguish these characteristics as either proposed as an implication of a particular study,

used in practice to match peers in a study or support program, or expressed by participants as

preferences for or barriers to effective peer support. There are characteristics we don’t represent

in the table, such as abilities/skills [134], specific needs [64], interaction medium preferences

(e.g. email) [142], existing social connections [142], etc. While not intended to serve as a

rigorous meta-review, this existing literature suggests a wide range of potential characteristics

to incorporate in a peer recommender system. A general finding from HCI research is that a

shared health condition is not a requirement for peer communication; people perceive value to

learning from and communicating with others based on many factors that shift throughout a

health journey as needs and communication goals change [64].
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While several works have collected empirical data on preferred peer characteristics in sup-

port settings, minimal comparative work exists to identify the most important characteris-

tics [63]. Hartzler et al. are a notable exception, running scenario-based sessions in which

participants explicitly evaluated five potential peer mentors based on provided health informa-

tion [139]. Boyes surveyed cancer patients about the importance of specific shared characteris-

tics such as gender, age, and cancer type, although this data is currently unpublished [132]. We

extend this body of work by conducting a survey in which participants indicated their prefer-

ence for specific peer characteristics. While these specific characteristics could be incorporated

in future systems, for the purpose of our system we consider machine learning approaches that

learn valued peer characteristics from prior peer interactions, discussed next.

5.2.4 Algorithmic recommendation for peer matching

Few published works explicitly discuss computational recommendation systems for online health

communities. Hartzler et al. matched peer mentors on the basis of shared health interests,

language style, and demographics—as extracted from prior posts made in the CancerCon-

nect OHC—although they evaluated these matches in workshop interviews rather than actual

use [139]. The other notable example is described only in Diyi Yang’s thesis: Yang developed

and deployed a recommendation system in the American Cancer Society’s Cancer Survivor Net-

work (CSN) forums “to direct participants to useful and informative threads that they might be

interested in” [153]. They evaluated a model based on implicit feedback from prior comment-

ing behavior by presenting recommended threads and users within the CSN interface, reporting

greater thread click-through rate compared to a baseline model recommending recently popular

threads. In contrast to the CSN forums, CaringBridge is a blogging platform without existing

interface recommendation features for discovering other blogs. We present an evaluation for a

new CaringBridge recommender that extends beyond click rate into explicit feedback and the

effect of the recommendations on a variety of user behaviors.

Outside of health, a variety of problem formulations and modeling methods have been used

for the problem of recommending people. Recommendation models are generally supervised

machine learning models that optimize a loss function comparing the model’s output to “ground

truth” labels: explicit or implicit feedback provided by users. Xu et al. present a useful re-

view [154]. Use of implicit behavioral feedback is based on relevance assumptions, e.g. that

clicked items are relevant while non-clicked items are not relevant [155], which may not hold
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true in practice [156, 157]. We assume that interactions between OHC users indicates rele-

vance, discussed further in sec. 5.3.3. Given historical user/item pairs, one can then optimize a

pointwise loss that rewards high scores for assumed-relevant user/item pairs and low scores for

assumed-irrelevant user/item pairs. Input features vary from IDs for the user and item—which

gives the classic matrix factorization approach to collaborative filtering [158]—to side informa-

tion about the context where the recommendation was generated (e.g. the time and place) or

content (e.g. prior comments) from the user or item [159, 160].

Alternatives to recommendation

Recommendation is not the only available mechanism for facilitating online peer connections.

Two notable alternatives are improving search and filter tools and designing enriched pro-

file pages to make it easier to represent one’s diagnosis, expertise, and support needs [104].

Search is challenging in situations where a user’s needs are known only implicitly to the user

or are challenging to express in terms the system will understand [166]. We suggest that peer

support finding is an exploratory [167] search task (e.g. see Pretorius et al.’s discussion of

person-centered help-seekers [168]). Even with rich peer profiles available, it is challenging

for searchers to formulate a query that captures their needs and intent [169, 170]. Other search

systems for finding people—such as expertise-finding systems—were created based on inter-

faces designed to capture users’ needs in a domain-specific query [171]. Mindsets is a recent

example of the design work needed to capture domain-specific intents during query formula-

tion [169]; additional research is needed in the peer support context to capture support seekers’

and providers’ intents. In contrast to search, recommendation offers opportunities to engage

with potential peers without explicitly articulating a person’s current needs.

Machine learning for matching people

Person-to-person recommendation is typically modeled as similar to the conventional user/item

recommendation problem. Facebook’s deep learning recommendation model (DLRM) repre-

sents a common approach, using embeddings for categorical features (including user IDs) and

MLPs for creating dense representations of other features, then combining all representations

with a final MLP [161]. Less recently, other sites have used approaches based on neighbor-

hoods and similarity of interactions to connect with strangers specifically. Twitter’s “who to
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(a) Site home page, as viewed by
a logged-in author of that site.
The study recruitment banner is
visible at the top of the page.

(b) Journal page and entry,
as viewed by a logged-out visitor.

Recorded actions:
a. Visit
b. Follow
c. Journal update
d. Reaction
e. Comment
f. Guestbook

(c) The six logged-in user ac-
tions, above a guestbook on the
Well Wishes page.

Figure 5.1: The CaringBridge interface. We record six logged-in user actions: visits (to any of these
site pages), follows (clicks on “Follow Site” and others, see sec. 5.3.1), Journal updates, reactions
(on Journal updates, comments, or guestbooks), comments (on Journal updates or guestbooks),
and guestbooks.

follow” recommendations used an alternative approach similar to PageRank that uses only the

existing follow network to make recommendations [162]. Guy et al. explicitly attempted to

recommend strangers in an enterprise setting based on number of shared interests and member-

ships [163]. The modeling problem closest to peer recommendation may be romantic relation-

ship recommendation, a context that aims to encourage interaction between users and values

reciprocity [164, 165]. We drew on modern deep learning approaches to recommendation—

the model we use during the field study is a simplified form of DLRM—to design a system

appropriate for the peer support context.
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5.3 System Design

5.3.1 Observed prior use of CaringBridge for peer connection

CaringBridge.org is an online health community and blogging platform that has been the focus

of prior HCI research e.g. [10, 8, 70]. In collaboration with the CaringBridge organization,

we were given access to usage data from the CaringBridge website. Registered users on Car-

ingBridge can create blogs called sites, on which they can publish blog posts called Journal

updates. An author is a user who has published at least one Journal update. Much usage of

CaringBridge is based around notification emails (an example is shown in Figure 5.2). Visitors

to a site can follow that site to be notified via email when an author of that site publishes a

new Journal update. Follows are somewhat complex on CaringBridge. Clicking the Follow Site

button (depicted in Fig. 5.1b) has the effect of subscribing the visitor to one of several types

of notification emails, but users can accomplish the equivalent by turning on notifications for

that site under the list of “Sites You Visit” contained on the user’s Notifications page. Simply

visiting a site will add it to the Sites You Visit list. Further complicating matters, removing a

site from the Sites You Visit list is unrelated to Follows, and a visitor will automatically Follow

a site if they visit and interact with that site.

The majority of visitors to a site will be a patient’s existing support network [10]. Registered

visitors can leave reactions to Journal updates (a reaction labeled “Heart” is the default) to show

their support. Alternately, they can leave text-based comments on individual Journal updates

or write guestbooks which are comments that appear on a special Well Wishes page. These

interface components, and the actions that we track for this study, are shown in Figure 5.1.

We are interested here in interactions (via reactions, comments, and guestbooks) between

registered CaringBridge authors. Adopting the terminology used by Levonian et al. [10], an

initiation is the first interaction between an author and a site on which they are not an author.

In assessing demand for a peer recommendation intervention, we consider the volume of inter-

author communication on CaringBridge, studied in detail by Levonian et al. [10]. Between

2010 and 2021, 275K authors initiated with other authors, more than 32.3% of all 852K authors

active during that period; this interaction occurs despite minimal existing discovery features to

facilitate finding peers. While CaringBridge offers a search feature, authors use this tool to find

specific authors, not for general searches for e.g. particular health conditions (see Appendix

B.1).
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Table 5.2: Associational differences between sites that receive interactions (ints) from at least one
peer author and sites that only receive interactions from visitors. Site tenure is the number of
months between the first and last Journal update on a site. # updates is the number of Journal
updates published more than 30 days after the first update. The common language effect size is
62.4% for site tenure and 62.1% for number of updates. All comparisons are significant at the
99.5% significance level.

1+ peer int within 30 days Non-peer ints only Difference

Site Count 92,352 sites 100,424 sites -8,072 sites
Site Tenure (Median) 3.9 months 0.8 months +3.2 months
# updates (M; SD) 20.5 (47.6) 12.4 (35.7) +8.1 updates
# updates (Median) 8 updates 2 updates +6 updates
% sites with 2+ updates 78.1% 59.5% +18.7pp

Based on sec. 5.2.1, we would expect that peer interaction is associated with behavior

change for authors. Prior work demonstrates that receiving interactions from visitors—peers

and non-peers—is associated with retention on CaringBridge [12], but are peer interactions

more impactful than non-peer interactions? Table 5.2 shows associational differences between

CaringBridge sites based on the interactions (reactions, comments, and guestbooks) received

from visitors within 30 days of a site’s first published Journal update. Sites for which at least

one visitor interaction is left by a peer author will publish on CaringBridge for a median of

3.2 additional months (with 6 additional updates) compared to sites that receive only interac-

tions from visitors.1 This positive correlation suggests that peer interaction could change author

behavior in ways that are themselves correlated with author benefits [70]. A peer recommenda-

tion intervention intervenes in this existing ecosystem of peer interaction: we propose a design

appropriate for the CaringBridge context in the next section.

5.3.2 Adapting a recommendation system to CaringBridge

For a peer recommender intervention to be successful, the system must be adapted to the

specifics of the context. We summarize three adaptations in our design for the CaringBridge

context: recommending blogs rather than peers, using email as the recommendation medium,

and designing the email interface.
1This analysis was conducted on 192,776 sites created between January 1, 2014 and September 1, 2021 (the start

of the study) that received at least 1 visitor interaction in the first 30 days. These general results hold when adjusting
for publishing rate, number of interactions received, number of visitors, and number of peer visitors. We omit full
modeling results (Poisson for # updates and Cox’s proportional hazards model for site tenure) for brevity.
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Subscriber name

(a) Existing design:
Visitor notification email

(b) Existing design:
Author notification email

3 additional site suggestions omitted for space

Organization Logo

(c) New design:
Site Suggestion email

Figure 5.2: Existing design of email notifications on CaringBridge and the Site Suggestion email
interface designed for this study. Data shown is a representative fabrication.

Peer recommendation or blog recommendation?

While we are motivated by peer-to-peer connection, we are restricted by the interface affor-

dances provided by CaringBridge. CaringBridge offers only a limited public profile view that

is minimally exposed in the interface; instead, the sites themselves present a better view into

an author’s activity. For this reason, we recommend sites rather than authors. The system

optimizes for peer connections, but presents those recommendations as site summaries.

Email as recommendation medium

As much usage of CaringBridge is motivated by email notifications, we chose to deliver rec-

ommendations via email. Author notification emails (depicted in Figure 5.2b) are sent to site

authors when a visitor interacts on a site or a co-author publishes a Journal update. As our

recommendations are author-centric and authors are familiar with the design of the author noti-

fication emails, we used the same layout and CSS style for our Site Suggestion emails.
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Figure 5.3: CaringBridge peer recommendation system overview

Design of the Site Suggestion email

The email design can be seen in Figure 5.2c. Site Suggestion emails contain 5 bullet-pointed

site suggestions, a request for feedback and link to a feedback survey, a link to the study FAQ,

and an unsubscribe link. Each site recommendation is presented with the site’s title (usually

the patient’s name) and a link to the site’s Journal page. We follow Hartzler et al.—who found

the most important aspect of evaluating peer mentors is sample posts—by including a preview

of the most recent Journal update for each recommended site [139]. We chose to present 5

recommendations as a trade-off between email length and multiple options. We discuss the

model used to generate site recommendations in the next section.

5.3.3 Model development

To present recommended sites to a recommendation-seeking author, we include the top 5 sites

as scored by a recommendation model. We adhered to two key design requirements: First,

recommendations should be personalized, focusing on the right connection rather than a popular

connection. We should not recommend any one site to a lot of people as that could create a

negative experience for that site. Second, recommendations should be available even for authors

who have never visited or interacted with another CaringBridge site. Because support-based

reading and interaction is our goal, an author’s initial “cold start” recommendations should be

of similar quality to recommendations for long-time authors.

To provide recommendations that meet these two criteria, we implemented a content-based

recommendation system. Social matching systems require users to disclose sensitive personal

information [253], and CaringBridge is a context where authors are already making those sen-

sitive disclosures in the content of the Journal updates they publish [9]. Our modeling task is to

use implicit feedback from user activity (sec. 5.3.3) and content-based features (sec. 5.3.3) to

create a recommendation model that predicts historical peer connections and, eventually, new

site recommendations (sec. 5.3.3). We discuss and compare several recommendation models
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(sec. 5.3.3), as well as what features (sec. 5.3.3) and resources (sec. 5.3.3) are required to

generate peer recommendations using our system.

Implicit feedback

We processed all historical CaringBridge author interactions since January 1st, 2010. We train

our recommendation models on implicit feedback—the behavioral signals that indicate an au-

thor is interested in reading a site or interacting with the author of that site [254]. Three po-

tential sources of implicit feedback are available: (1) first visits—when an author visits another

author’s site for the first time, (2) initiations—when an author interacts with a site for the first

time, (3) reciprocations—when an author initiates with a site and an author of that site subse-

quently interacts on the initiator’s site, or (4) follows—for example as used by Twitter as an

implicit signal for some user recommendations [252]. Due to the unusual nature of Follows on

CaringBridge (see sec. 5.3.1) and lack of clarity around this feature’s usage, we omit it from

further consideration. Choice of implicit feedback signal can have a significant impact both on

what recommendations are shown to users and how those users engage with those recommen-

dations [255]. We choose initiations as our implicit feedback signal, as it is less noisy than site

visits (i.e. a visit may not indicate interest) while more plentiful than reciprocations (i.e. recip-

rocations are less common than unreciprocated initiations [10], which means less data available

for model training). By selecting initiations, we assume that leaving a reaction, comment, or

guestbook on another author’s site indicates a preference for reading that site and interacting

with that author relative to other sites. Optimizing for recommendations that increase initia-

tions is likely to increase actual initiations [256], but we acknowledge a semantic gap between

the implicit feedback metric and metrics of interest; a construct like “perceived social support”

may not increase despite receiving more peer interaction [234, 257].

For each initiation between a source author and a target site, we generate training data.

Using initiations presents three complexities: (1) a user may initiate with a site before they

become an author, (2) authors may write multiple blogs, and (3) authors may co-write with other

authors on a single blog. We address these complexities by ranking author/site pairs rather than

sites alone. For each initiation, we generate one positive sample for each author on the target site

(target author/site pairs) and each site written by the source author (source author/site pairs). An

author/site pair is eligible if the author has published at least three Journal updates on that site—

a minimum activity threshold that ensures sufficient data is available during feature extraction.
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Source user/site pair features

Text features (768) Activity features (9) Network features (3)

Candidate user/site pair features Dyadic

Dyadic network features (3)

Figure 5.4: Features available for recommendation, including 780 features for the
recommendation-seeking source author/site pair and the same for each candidate author/site pair.
Three dyadic features capture the relationship between the source and candidate within the initia-
tion network. Total features: 1563

We include in the training data only initiations between eligible author/site pairs. Eligibility

is required at the time of the initiation; if an initiating author has not (yet) published three

Journal updates on a site, no training samples will be produced for that initiation. At prediction

time, given a recommendation-seeking source author, we score all candidate author/site pairs:

eligible author/site pairs that has been active on CaringBridge in the last week and have not

previously been interacted with by the source author. An active author is one that has created a

Journal update, comment, guestbook, or reaction on any site within the last week. By focusing

only on recommending active authors, we ensure that a recommendation-seeking author could

receive a response from a site’s author if they leave a comment.

As we ultimately recommend sites to authors, we convert the ranking of candidate au-

thor/site pairs into a ranking of sites. If a site appears among candidate pairs twice (because that

site has two authors), we remove all but the highest score from that site. If a recommendation-

seeking author is an author of multiple sites, we merge the scores for each source author/site

pair by averaging the scores for each candidate pair. These merging strategies reflect the in-

tuition that a good match with any one author of a site makes the site relevant. In practice,

these strategies have minimal impact on rankings. For each positive sample generated by ini-

tiation extraction, we sample an assumed-negative author/site pair to add to the training data.

While more complex approaches to negative sampling have been recently proposed [258], we

adopt uniform sampling of a single negative as a widely-used baseline. The negative author/site

pair is randomly selected from among the candidates. As a history of previous initiations are

not required for eligibility, we avoid selection bias issues that arise in models that require user

feedback on negative samples [259].
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Model features

Given two author/site pairs, we use the recent behavior of the authors on CaringBridge to con-

struct a feature representation of the two, summarized in Figure 5.4. Different models might

use subset of these features, but we describe here the full set included in the model deployed

during the field study.

• Text (768 × 2 features): We incorporate context from the three most recent Journal up-

dates written on a site. For each Journal update, we use the pre-trained RoBERTa [260]

model available in the HuggingFace Transformers package [261] to compute size-768

contextualized word embeddings. Then, we mean pool the token embeddings and then

the update embeddings to produce a single vector representation, an effective general ap-

proach to using word embeddings [262, 263, 264]. Analysis during model development

suggested minimal impact of the pooling strategy (mean vs max vs concatenation) on

model performance.

• Activity (9 × 2 features): For each of Journal updates, reactions, comments, and guest-

books, we include the count of that action within the last week and the time elapsed to the

most recent action (in hours). In addition, we include the author’s current tenure (time

elapsed to the author’s first published journal update).

• Network (6 × 2 + 3 features): During initiation extraction, we maintain the interaction

network between authors as described by Levonian et al., in which new edges are created

between authors when an initiation occurs [10]. For each author/site pair, we include:

indegree, outdegree, and weakly-connected component size. In addition, we include three

dyadic features: whether the two authors are weakly connected, whether the candidate

author is the friend-of-a-friend of the source author (i.e. this initiation would create triadic

closure), and whether the candidate author has previously initiated with the source author

(i.e. this initiation would be a reciprocation to a prior initiation).

Offline evaluation

Given an initiation, the goal for our recommender system is to rank the site that was actu-

ally initiated with as high as possible: ideally in rank 1, above other candidates. We evaluate

various modeling approaches by splitting initiations chronologically into a training, validation,
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Figure 5.5: Dataset splits and associated author initiation totals. All reported metrics are from the
test period.

and test set—see Figure 5.5 for initiation counts. Offline evaluations can diverge substantially

from the usage preferences expressed by recommendation consumers [265]; we conduct one

here to compare recommendation algorithms in terms of accuracy, coverage, and diversity of

predictions on historical initiations.

During evaluation of each initiation, features are captured at the millisecond before the

initiation actually occurred: for the source author/site pair (who did the initiation), for the target

(who is being initiated with), and for the candidates (who are eligible, active author/site pairs

that the source had not previously initiated with). This evaluation approach intends to reward

models that rank a site well if the source author/site pair actually initiated with that site at the

time the recommendation was made. The number of eligible, active candidates varies according

to the time of the initiation; the median number of eligible, active authors during the test period

was 13,252.

We used two primary evaluation metrics: mean reciprocal rank (MRR) and hit rate (HR).

Mean reciprocal rank is computed based on the rank r assigned to the target site, where 1 is

the best rank given to the highest score. We punish ties by using competition ranking e.g. two

sites scored the same both get assigned rank 2 and no site is assigned rank 1. At prediction

time, we break ties randomly. MRR is the mean of the reciprocal ranks (1/r) for every test

initiation. Hit rate is the proportion of the time that r is less than some threshold. As we

provide 5 recommendations in a Site Suggestion email, we report HR@5 (how often would the

model recommend the target site in a five-site set) and HR@1 (how often would the model rank

the target site first). When we compare multiple hyperparameter configurations for a model,

we select the best on the basis of validation MRR and report test metrics as the median from 3

random seeds.

Beyond accuracy-style metrics, we consider coverage as an important secondary goal [266].

Coverage has two aspects: (1) how many users can receive recommendations or have their sites

recommended and (2) the diversity of sites that are recommended in practice. The first aspect
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of coverage is model agnostic and heavily affected by our decision to require three Journal up-

dates to be eligible. Of 124,051 new authors in 2020, only 51.4% will publish three updates.

Further, of those authors that do publish 3 updates, recommendations cannot be delivered until

the publication of the 3rd update—a median wait of 2.5 days, but at least 72.4 days for the

slowest-publishing 10% of authors. Beyond authors, a hypothetical system that served recom-

mendations to any visitor with an interaction could reach an additional 1.3M new visitors who

first interacted in 2020.

The second aspect of coverage—the diversity of recommended sites—is model dependent.

To evaluate the coverage of recommended sites, we randomly sampled 1000 eligible, active

authors at the end of the training period and produced recommendation sets with the 5 highest-

scoring sites for each author. This approach emulates daily model retrains, a common approach

to recommendation that we use in the field study. We then compared the sites that were actually

recommended (R) to the sites that were not recommended (N), among the 12,432 candidate

sites available at noon UTC on January 1, 2021. We consider three plausible goals for diverse

recommendations, with an associated metric for each goal. The first goal is that a large number

of unique sites are recommended rather than a few sites recommended many times; we compute

the percentage of unique recommendations given (|R|/5000). The second goal is that newer

sites are recommended, a period during which support may be particularly impactful [267];

we compute the minimum site tenure for each recommendation set and report the mean. The

third goal is that authors without previous interactions from other authors are recommended;

we compute the proportion of recommended sites that have no prior connections (|SR|/|R| for

“siloed” sites SR) and report the ratio to the proportion for non-recommended sites (|SN|/|N|).
If the ratio is less than 1, that model recommends fewer siloed sites than would be expected by

chance. Existing initiations are with siloed sites only 2.8% of the time during the test period.

Model comparison

We describe the recommendation models we implemented and compared, starting with the

model we used during the field study. Table 5.3 presents the performance of these models

in the order we describe them.

MLP. We used a multi-layer perceptron (MLP) with two hidden layers as a parsimonious
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Table 5.3: Offline test performance for various accuracy and coverage metrics. Coverage is re-
ported in terms of number of unique recommended sites (|R|), the percentage of unique recom-
mendations made (out of 5000 total recommendations), and the mean of the minimum site tenure
in each rec set (MMST). The final column displays the percentage of recced sites that have no prior
connections (i.e. are “siloed”, |SR|/|R|) and the same percentage for non-recced sites. The bolded
model was used during the field study.

Network MRR HR@1 HR@5 |R| %Unique MMST |SR|/|R|
|SU|/|U|

MLPTuned 0.173 13.37% 20.27% 665 13.3% 6.2 weeks 11% / 25%
MLPStudy 0.163 12.76% 19.00% 735 14.7% 5.6 weeks 11% / 25%
PeopleYouKnow 0.102 7.86% 13.07% 3972 79.4% 29.2 weeks 15% / 28%
CosSim 0.002 0.05% 0.25% 3403 68.1% 27.1 weeks 25% / 23%
MostInits 0.035 1.32% 4.90% 12 0.2% 113 weeks 0% / 24%
Random 0.001 ¡0.0% 0.04% 4159 83.2% 17.6 weeks 24% / 24%

yet effective deep recommender model. All source, candidate, and dyadic features are con-

catenated into a single input vector. The output layer uses a sigmoid activation to score the

inputs and we optimize the standard pointwise binary cross-entropy loss [154]. We trained the

model for 1000 epochs over the full training data, holding out a random 1% of the training

initiations to compute hold-out loss. Further modeling and optimization details can be found

in Appendix B.2. We report results for two MLP models: MLPStudy and MLPTuned. MLPStudy

was the result of manual tuning before the study, and best reflects the model configuration used

during the field study. MLPTuned was the result of more systematic hyperparameter tuning (App.

B.2) and adds additional hidden units, weight decay, and dropout.

We compare the MLP model to two personalized baselines. PeopleYouKnow uses only the

dyadic network features, scoring highest the sites on which authors have already initiated with

the source, then sites that are friends-of-friends with the source, then sites that are in the same

network component as the source, and finally all other sites. CosSim scores author/site pairs by

computing the cosine similarity between source and candidate. Cosine similarity was used by

Hartzler et al. to match peers by health interest [139].

We include two non-personalized baselines. MostInits scores each site by the number of

initiations received by that site within the last week—following the recommendation of Ji et

al. to use a popularity baseline that takes into account the time point when a user interacts

with the system [268]. In other recommendation contexts, popularity baselines like MostInits

are strong contenders; not so on CaringBridge, where popularity follows a flatter distribution.
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Table 5.4: Offline performance of an MLP model trained with combinations of the activity (A),
network (N) and text (T) feature sets. The model using all feature sets (A+N+T) is MLPTuned from
Table 5.3.

Feature sets MRR HR@1 HR@5 |R| % Unique Site Age |SR|/|R|
|SU|/|U|

A+N 0.204 16.12% 23.62% 598 12.0% 0.9 weeks 12.0% / 24.4%
A+N+T 0.173 13.37% 20.27% 665 13.3% 6.2 weeks 10.8% / 24.6%
N+T 0.144 11.75% 16.58% 803 16.1% 5.4 weeks 12.5% / 24.6%
N (Network) 0.136 11.70% 15.42% 842 16.8% 56.4 weeks 11.6% / 24.7%
A (Activity) 0.058 3.23% 6.99% 11 0.2% 0.8 weeks 9.1% / 23.9%
A+T 0.043 1.73% 5.25% 181 3.6% 0.8 weeks 16.0% / 24.0%
T (Text) 0.017 0.58% 1.85% 98 2.0% 0.6 weeks 13.3% / 23.9%

MostInits has the best MRR of several plausible non-personalized activity baselines; others are

discussed in Appendix B.2. Random ranks sites randomly, and is included as a useful point of

comparison.

Table 5.3 compares the models by accuracy and coverage metrics. The best model (MLPTuned)

would recommend the site that was actually initiated with more than 20% of the time; the study

model (MLPStudy) performs slightly worse. Both MLP models are more likely to recommend

newer sites than the baseline models, but less likely to recommend a variety of sites and sites

that had not previously received an initiation. PeopleYouKnow achieves impressive MRR and

HR metrics, demonstrating the strong utility of the dyadic features; however, when the source

and target are not connected, it predicts randomly (hence the high percentage of unique recom-

mendations). CosSim recommends the largest number of siloed candidates, although low MRR

indicates that similarity alone is a poor predictor of historical initiation behavior.

Feature ablations

Providing personalized recommendations requires some form of sensitive data collection from

users [253], but privacy and other ethical concerns necessitate collecting as little sensitive data

as is required to produce useful recommendations (or in some cases opting not to provide rec-

ommendations at all). Pervasive data collection contributes to perceptions of recommendation

services as invasive “little brothers” [160], changing behavior and undermining the potential

benefits of recommendation. Therefore, we compared the relative importance of the different
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Figure 5.6: Site Suggestion email generation during the field study. Recommendations were typi-
cally sent around noon, 36 hours after the database snapshot was taken.

feature sets in order to understand the utility of collecting particular types of sensitive data—

results are shown in Table 5.4. Surprisingly, the model trained without text features performs

better on all accuracy metrics and similarly in terms of coverage, and it is also more likely to

recommend newer sites. This analysis suggests that the collection of textual data may not be

necessary and peer recommendation may still be practical if interaction network data is avail-

able: reasonable recommendations could be generated purely based on usage metadata. We still

chose to include text features in the model we evaluated during the field study, as otherwise new

authors with minimal activity and no peer interactions would all receive the same recommen-

dations, conflicting with our design goal of personalization even in the cold-start setting. We

discuss these results and this decision further in Appendix B.2.3.

Model deployment & required resources

Figure 5.6 shows the steps required to generate a batch of Site Suggestion emails. The most

time-intensive step was the anonymization and manual transfer of a nightly database snapshot,

which led to a 36-hour lag time between the snapshot and the associated email batch. This

36-hour lag time could mean that the Journal update previewed in the email was no longer the

most recent when the emails were sent, but we deemed this lag acceptable as it gave us time

to do weekly robustness checks on the trained model and the identified recommendations. We

created the Site Suggestion emails by retraining the recommender model on the most recent

snapshot and scoring all eligible, active candidate sites. Rather than recommending the top 5

sites by score, we decided to limit the total number of times a site was recommended in a single

batch to at most 10 times. We made this decision for two reasons: first, as the perception of

stranger visits by site authors is unknown, a large influx of strangers might create a negative

experience for the recommended site’s authors; second, this restriction ensures that a diversity

of sites are recommended each week. To achieve this limit, we randomly drafted sites by score
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until each participant had five recommendations. In the first batch, we applied the limiting only

to the bottom quarter of recommended sites by total visit count. See details of the drafting

process and an analysis of the small impact on recommendation quality in Appendix B.5. For

ethical reasons, the first author manually inspected all recommended sites, manually excluding

sites that would be inappropriate to send to participants. Two sites were removed this way:

one for spam and one for COVID-19-related health misinformation. This small percentage

of potentially harmful recommendations suggests that after some initial validation of quality,

individual recommendations need not be inspected in practice.

For future studies, the actual resource requirements could be reduced by computing recom-

mendations in-house. Disk usage for the weekly snapshot and the feature databases was ap-

proximately 96GB. The most RAM-intensive processing is maintaining the author interaction

network during feature extraction; all other processing tasks are parallelizable and generally

IO-bound. The CPU-based training and inference of the recommendation model could be ac-

celerated with the use of GPUs, although at 1.5s per participant we found inference to be fast

enough to serve even a much larger participant population.

5.4 Methods

To evaluate our recommendation system, we conducted a field study. The previous section sum-

marized aspects of feasibility related to the system design, while the next section summarizes

aspects of feasibility related to the field study. Table 5.5 summarizes these two phases and

the associated components, alongside the relevant feasibility aspect. We discuss the assembled

evidence by feasibility area in the Discussion (sec. 5.6).

The field study consisted of recruiting CaringBridge authors and sending them 11 weekly

Site Suggestion emails. The full analysis timeline is shown in Figure 5.7. We analyzed field

study data using both qualitative and quantitative methods, discussed in subsequent sections.

System implementation and analysis code are available on GitHub.2 Analysis code makes pri-

mary use of Python’s scikit-learn [269], statsmodels [270], transformers [261], NumPy [271],

pandas [272], and Matplotlib [273] packages. The recommendation model was trained using

PyTorch [274].
2https://github.com/levon003/HealthBlogRec

https://github.com/levon003/HealthBlogRec
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Table 5.5: Study phases and corresponding outputs. Each output provides evidence toward one or
more aspects of feasibility.

Phase Component Analysis output Feasibility Aspect Section

Sy
st

em
D

es
ig

n Interface
Observed prior use Demand 5.3.1
CB-adapted rec intervention Implementation 5.3.2

Model
Offline evaluation Practicality + Impl. 5.3.3
Feature ablations Practicality 5.3.3

Fi
el

d
St

ud
y

Survey
Self-reported prior use Demand 5.5.1
Interest & motivations Demand 5.5.1
Peer characteristics Acceptability 5.5.1

Rec Email
Click rate Demand 5.5.2
Explicit feedback Acceptability 5.5.2
Rec characteristics Practicality 5.5.2

Website

Reading behavior Efficacy + Acceptability 5.5.3
Interaction behavior Efficacy + Acceptability 5.5.3
Second-order effect estimates Efficacy 5.5.3
Effect size estimates Efficacy 5.5.312 weeks of site suggestion 

emails to 90 participants

Aug 2
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Opened

Sep 2
2021

Dec 3
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End of data 
collection

Survey
Closed

Site Suggestion 
Emails
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Profile
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Figure 5.7: Study timeline
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Figure 5.8: Recruitment pipeline.

5.4.1 Recruitment Survey

We recruited active CaringBridge authors by displaying a banner ad with a link to an opt-in

survey. The banner appeared only to logged-in CaringBridge users on the home page of sites on

which they are an author, as shown in Figure 5.1a. The recruitment banner being visible only

on the home page of an authored site means that it will not be seen by users who authored a site

in the past but are not regularly visiting their site(s). However, this recruitment method also ex-

cludes active authors who (a) visit a site sub-page like the Journal page (Fig. 5.1b) directly e.g.

via a bookmark or (b) access CaringBridge using the mobile app. The recruitment banner and

opt-in survey were active for three weeks in August 2021. The survey asked authors to opt-in

to the study and included three optional questions on peer connection: on prior use of Caring-

Bridge for connecting with strangers, on motivations for peer connection, and on characteristics

that make a peer connection appealing. Full survey text is available in Appendix B.3.1.

Participant matching

Figure 5.8 shows the recruitment pipeline. Of the 100 survey completions, 96 opted-in and met

the three study consent criteria: being at least 18 years old, being a current CaringBridge author,

and consenting to provide the email address associated with their CaringBridge account in order

to receive Site Suggestion emails.

We matched survey responses to a specific CaringBridge account based on their provided

email. For the 8 cases where we couldn’t find an associated account, we sent a follow-up

email asking for profile information, matching 2 additional profiles. Finally, we excluded 11

participants who had published less than 3 Journal updates by September 1, 2021 (see sec. 5.3.3

for discussion of the minimum update requirement). Ultimately, 79 participants were sent Site

Suggestion emails.
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Table 5.6: Pre-study CaringBridge usage by participants enrolled in the field study and by a
pseudo-control group of eligible non-enrolled authors. Author tenure is the number of days be-
tween a user’s first published Journal update and Sept. 1, 2021. Density histograms indicate dis-
tribution shape for the participants (black) and the pseudo-control group (gray). *Indicates a
significant difference at the 99.5% threshold, for a Welch’s t-test on the mean difference and for a
Mann-Whitney U test (reported as the common language effect size aka ROC AUC).

Participants (nP=79) Pseudo-Control (nC=1759)
Med. M (SD) Med. M (SD) MP - MC UP/(nPnC)

Author tenure 179 709 (1147) 3894 4079 (983) -3369* 3.2%*

Journal updates 28 98.6 (262.4) 77 167.1 (307.7) -68.5 31.1%*

Peer site visits 3 6.5 (12.3) 10 32.0 (84.0) -25.5* 23.9%*

Peer site inits. 1 2.5 (4.4) 5 11.5 (35.2) -9.0* 23.8%*

Peer site ints. 2 39.7 (94.4) 30 201.2 (1384.5) -161.5* 29.0%*

Observed prior use

The median participant had been writing Journal updates on CaringBridge for fewer than 6

months at the time of enrollment. But, consistent with observations by Levonian et al. [10],

a majority of the 79 participants both visited and interacted with at least one fellow author’s

site. This evidence suggests a demand for peer connection, although the field study extends

beyond known contacts to peer strangers. To quantify the differences between authors that

chose to enroll in the study and other CaringBridge authors, we identified 30K authors who

visited their own site while the banner survey was live and thus could have seen the banner,

filtering down to 1,759 who had at least 3 Journal updates and thus could have received Site

Suggestion emails. Table 5.6 compares participants to this set of non-enrolled authors, which

we term a pseudo-control group, revealing that participants are generally newer to CaringBridge

than other eligible authors. While the field study uses an uncontrolled design, we will use this

pseudo-control group to estimate the potential impact of the peer recommendation intervention

on author behavior.
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5.4.2 Recommendation Emails

After we went an initial Site Suggestion email on September 2, 2021, we conducted an initial

assessment of interest and determined the study could proceed; we resumed sending emails on

September 17, 2021 at a weekly pace. After 11 Site Suggestion emails, a “thank you” email

was sent with a final request for feedback. To evaluate the effectiveness of the Site Suggestion

emails as a recommendation interface, we analyzed the rate of clicks on recommendations, the

explicit feedback we received from participants, and the characteristics of the site previews we

included in the emails.

Click estimates are based on the fusion of multiple data sources, although the primary source

was via UTM tags embedded in each email’s links. Appendix B.4 presents additional details.

Explicit participant feedback was collected from four sources: direct responses to the emails,

responses to a feedback survey linked in each email, an unsubscription survey linked in each

email, and responses to the final “thank you” email sent on December 3, 2021. The Site Sug-

gestion email was previously described in sec. 5.3.2. The survey texts are presented in Ap-

pendix B.3.2 and B.3.3. The “thank you” email was sent in two versions. To participants that

had clicked on none of the recommendations, we asked for feedback on whether they had seen

the emails and why they chose not to visit any of the recommended sites. To participants that

had clicked on at least one recommendation, we listed up to three random sites they clicked and

asked for reflections.

The primary information available to participants while they were deciding to click on a

recommendation was the content of the recent Journal update preview. To capture the preview

characteristics that our participants could see and respond to, we conducted a thematic content

analysis on the text of these previews. Two researchers generated open and axial codes inde-

pendently, then used an affinity mapping process based on the Grounded Theory method [275].

Based on our thematic analysis and on existing work with CaringBridge Journal updates [70, 8],

we isolated a set of 6 categories in order to produce quantitative prevalence estimates for each

of the categories and to identify which categories were associated with clicks—further details

in Appendix B.6.
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5.4.3 Observed behavior on CaringBridge

Reading and interaction behavior

To analyze the two primary behavioral outcomes—reading and interaction behavior—we iden-

tified measured proxies as indicators. We used repeated visits and site Follows as proxies for

interest in reading a site. While a single site visit may still indicate value for the reader, we

would need either explicit feedback or some measure of dwell time on the site. Thus, we fo-

cus on instances where a participant returns to a site at least once. Follow actions are harder

to interpret (see 5.3.1), but at a minimum indicate an interest in continuing to read updates on

the followed site. We use reactions, comments, and guestbooks left on a recommended site as

evidence of interaction.

We analyzed the textual content of the comments and guestbooks created by participants.

Three researchers conducted a qualitative analysis of the participant/site dyads where interaction

occurred, writing axial codes and memos based on the Journal updates and comments in which

participants and authors of recced sites interacted [275].

Second-order effects of recommendations on behavior

In addition to the reading and interaction behavior of participants, receiving Site Suggestion

emails and visiting strangers’ CaringBridge sites might have second-order effects: harms or

benefits that accrue to both participants and the authors of the sites they visit. While we can-

not draw firm causal conclusions from our non-experimental study, we can check for potential

harms by estimating the effect of recommendations on two secondary behavior outcomes: (a)

publishing Journal updates—the “primary” use of CaringBridge by authors—and (b) visits to

and interactions with fellow authors’ sites—a hypothesized outcome of peer interaction. We

estimate the effects of two “treatments”: for authors, we estimate the participation effect of

receiving 11 weeks of Site Suggestion emails by comparing participants to the pseudo-control

group of eligible unenrolled authors (introduced in sec. 5.4.1); for sites, we estimate the visit

effect of receiving site visits from peer strangers by comparing visited recommended sites to

both non-visited recommended sites and a pseudo-control group of non-recommended sites.

The non-recommended pseudo-control sites are the five highest-scoring sites for each partici-

pant and each batch after removing the sites we actually recommended—additional details and

comparison to recommended sites in Appendix B.5.
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We quantify the difference between the “treated” authors/sites and the untreated authors/sites,

producing three estimates: associational, model-adjusted, and causal. The associational differ-

ence for a behavioral outcome Y is E[Y |T = 1]− E[Y |T = 0]; the raw observed difference in

the mean between treated and untreated authors/sites, where E[Y |T = 1] is the mean outcome

for the treated group i.e. participant authors or visited sites. The model-adjusted estimate uses

linear regression (OLS) to adjust for activity variables A, adding assumptions about model mis-

specification to compute the quantity E[Y |T = 1, A] − E[Y |T = 0, A]. The causal estimate

requires us to make untestable assumptions about the modeled relationship between the treated

and untreated groups [276]—see Appendix B.7 for a detailed discussion of these assumptions.

Using potential outcomes notation, we define E[Y t=1] as the mean behavioral outcome that

would have been observed if all authors in the participant and pseudo-control group had been

participants in the study. The true causal effect E[Y t=1] − E[Y t=0] is the influence on Y that

would occur if Site Suggestion emails were sent to all eligible authors. We use the Bang-Robins

doubly robust estimator to compute the causal effect, a modeling approach which combines in-

verse probability weighting and standardization [277] (see also [276], Ch. 13).

The author and site outcomes are measured as number of actions in the 13 weeks post-study

and post-visit respectively. As the non-visited comparison sites were not visited by participants,

we fabricate a visit time by sampling a random visit time from among the sites that were vis-

ited in that same batch. The activity variables A are computed based on an equivalent time

window before the event of interest—13 weeks before the study for participants and 5 weeks

before the site visit respectively. (We include only 5 weeks of activity context due to a lack of

available repeat visit data before August 2021.) The analysis is not sensitive to the time win-

dow over which the pre-study features and post-study outcomes were measured (see Appendix

B.7). The associational and causal estimates require specification of a model that includes all

relevant confounds. For example, as we saw in Table 5.6, pseudo-control authors have been

active on CaringBridge longer than participants. Activity variables used are shown in Appendix

Table B.8, although we cannot measure important confounds such as “interest in receiving Site

Suggestion emails”, which is unobserved and potentially unexplained by the activity variables

we do observe.
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Sample sizes needed for a powered RCT

We use observed participant behavior during our field study to estimate the effect sizes of the

peer recommendation intervention’s impact on reading and interaction behavior. The struc-

ture of our data let us consider two potential future interventions: a one-time recommendation

email and a recurring, weekly recommendation email. We estimate the effects of a one-time

recommendation email by including only visits and interactions resulting from the first batch of

recommendation emails. We compute sample sizes for both a replication (no control group) and

an RCT (with control group) from the estimated standardized effect sizes at 80% power with

α=0.05 using G*Power’s one-tailed point biserial model [278]. Additional details are available

in Appendix B.8.

5.5 Results

We recruited authors via a survey (sec. 5.5.1). Then, we sent 79 participants weekly emails (sec.

5.5.2). Finally, we observed the subsequent usage of CaringBridge by both the participants and

the authors of recommended sites (sec. 5.5.3).

5.5.1 Recruitment Survey

Quantitative survey responses are summarized in Table 5.7.

Self-reported prior use

40% of participants said they visited the CaringBridge site of an author who they did not know

personally. If we assume that participants visited CaringBridge sites with the account they used

to fill the survey, we can compare self-reported use to actual use: 76% of participants had made

a logged-in visit to a CaringBridge they do not author—considering only the 79 participants

we could link to an existing CaringBridge account (see sec. 5.4.1). Thus, among authors who

have visited one or more CaringBridge sites, 65% report visiting the site of a stranger. This

prior usage provides evidence that the visits and interactions among peers includes strangers,

although most interactions are likely between people who already know each other offline [10].
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Table 5.7: Recruitment survey responses.

# checked %

Yes No Skipped
0

10

20

30

40

50

60

70

R
es

po
ns

e 
co

un
t

40.0%

60.0%

Has visited a
stranger's site?

Motivations
Learn from others 75 79.8%
Communicate with peers 43 45.7%
Receive experienced support 41 43.6%
Mentor newer authors 27 28.7%
Not interested, but maybe in future 6 6.4%
Never interested 2 2.1%
Not interested, but maybe in past 0 0.0%
Something else 8 8.5%

Characteristics
Similar diagnosis or symptoms 79 84.0%
Similar treatment 51 54.3%
High-quality writing 48 51.1%
Same caregiver relationship 30 31.9%
Lives near me 23 24.5%
Similar cultural background 13 13.8%
Something else 8 8.5%

Interest & motivations

We asked participants why they might visit a fellow author’s CaringBridge site, pre-populating

a variety of options based on prior work. The top motivation was to learn from others (80%),

then to communicate with peers (46%) and to receive experienced support (44%). A smaller

percentage (29%) were motivated by mentoring newer authors. 8 respondents (9%) indicated

they were not interested in visiting stranger’s sites, although 6 suggested they could be interested

in the future. Free response motivations centered on learning from others, including finding

inspiration, hearing how others handled similar issues, and learning “ideas on how to engage

readers” of their own site. “I would like to see how other CaringBridge authors articulate

their reactions and feelings as they undergo the medical treatments for and rehabilitation from

whatever medical conditions they experience.” Two free responses described motivations for

not engaging with others’ sites, both describing it as a distractor during a busy time. “it’s hard

to think about joining in someone else’s journey. I can focus on writing this blog discussing our

journey because it is letting friends and family know what is happening so it is narrow enough
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that it doesn’t take away from the other things needed to be accomplished during the rest of the

day.” These responses indicate that demand for peer connection is goal-driven and subject to

constraints.

Peer characteristics

We asked participants what characteristics of peer sites would make them want to read and en-

gage with that site. The most selected characteristic was a similar diagnosis or symptoms (84%),

a theme echoed in more specific free responses e.g. “neurological conditions” and a participant

calling shared diagnosis the most important characteristic. A majority of respondents indicated

that similar treatments (54%) and high-quality writing (51%) were important. Free responses

indicated a desire for “inspirational”, “honest” writing with specific details that shows “positive

and negative aspects”. One participant wanted to see “multiple posts all the way through death.

I wanted to see what I would probably be writing as time progressed. A glimpse into the future

if you will.” Fewer respondents indicated that having the same caregiver relationship with the

patient was important, although that checkbox was only relevant for non-patient respondents.

25% of respondents indicated that geography was important; one specified sharing the same

hospital as a relevant characteristic. Few selected similar cultural background (14%): a diver-

gence from prior work [140], although the question may have been phrased too euphemistically

to elicit specific preferences about e.g. age, gender, and ethnicity. Three participants specifi-

cally identified age of the author or patient as a relevant detail. Two participants listed shared

social context as important characteristics, such as already knowing the person or having “com-

mon friendships”. One participant said they sought Spanish-language updates, while another

said they were looking for sites authored by healthcare professionals. These responses provide

evidence for the types of peer recommendations that are perceived as most useful and accept-

able by CaringBridge users—as well as indicating that preferences are diverse, necessitating

personalization.

5.5.2 Recommendation Emails

In total, we sent 4,190 recommendations to 79 participants, with 526 unique sites recommended.

To evaluate the effectiveness of the Site Suggestion emails as a recommendation interface, we

analyzed the rate of clicks on recommendations (sec. 5.5.2), the explicit feedback we received
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Figure 5.9: Recommendation click counts and percentages by email batch and participant. Par-
ticipants are shown grouped by decile; 49 participants never clicked a recommendation, while 2
clicked more than half.

from participants (sec. 5.5.2), and the characteristics of the site representations we included in

the emails (sec. 5.5.2).

Click rate

Over the 11 weekly batches of Site Suggestion emails, participants clicked 220 (5.3%) of the

4,190 recommendations. Figure 5.9 breaks down observed clicks by email batch and by par-

ticipant. Clicks are approximately log-normal; only 30 of 79 (38%) participants clicked any

recommendations, and the most active participant, who we designate P1, was responsible for

54 (24.5%) of the recommendation clicks—and the majority of the interactions, as we will see

in sec. 5.5.3. We would like to estimate click rate conditional on opening the email (i.e. the

click-through rate) independently from the base click rate, but for logistical and ethical reasons

we did not use email trackers in the email HTML so we assume every email was received and

opened.

Explicit feedback

8 participants provided explicit feedback on the recommendations in 13 responses. No partic-

ipants provided rec feedback after batch 7, so responses reflect initial impressions. Table 5.8

summarizes the quantitative feedback received: only 4 of 10 responses found the recommenda-

tions interesting in general, while 46% of responses to specific recommendations were deemed

relevant compared to 39% irrelevant. As the sample is small and the textual feedback is more

informative, we conducted no further statistical analysis on rec relevance feedback. Five of the
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Table 5.8: Explicit quantitative feedback to 11 Site Suggestion emails from 8 total participants.

Recommendations interesting in general? Specific recommendations relevant?

Very Relevant 20
Yes 4 Somewhat Relevant 6

Unsure/Neutral 3 Unsure/Neutral 8
No 3 Somewhat Irrelevant 17

Very Irrelevant/Offensive 5

recommendations were deemed “very irrelevant or offensive”, and associated text feedback can

tell us why. Participants objected to sites due to having “choppy, poor grammar and name call-

ing”, describing the death of a patient (“don’t want to read about ppl dying of cancer”), being

“too religious”, and describing patients of a very different age than the participant. Objections

to Christian religious content may reflect belief misalignment between reader and author [85];

one participant requested the ability to filter sites “by the number of times Christ is mentioned”.

Less severe objections focused on aspects of the writing: “boring”, “wordy”, “no reflection”,

“too much philosophizing”, “bragging”. One participant desired sites that “go beyond simply

updating the reader”, describing their own efforts as an author to inspire readers and to include

“silver linings”.

On the positive side, participants valued the “wide range of experiences” present in the

recommended sites. One participant was surprised by recommendations for different medical

conditions but describes realizing that “what is important to me is to see and be inspired by how

others deal with any difficult situation.” Two participants valued the recency of the displayed

updates. “I’m finding myself following a lot of these sites. I enjoy the sites that update you

often ... I feel like I’m abreast of what’s going on and take a personal interest into the person

and their health battle.” Participants valued common ground—such as a patient being treated at

the same hospital—and familiarity with issues faced. “I was more interested in the ones I was

kind of familiar with. Understood more.” One patient gave us a general summary of how they

engaged with recommendations: “Even with all I’m going through ... I’ve come to care about

these people who sites I am following. And I leave a comment every time I login on 95% of them

because I know what it’s like when nobody comments. So I’m really really grateful you guys

have [sent me site recommendations] because it is just helps me personally to take my mind off

of things when I can go and pray for some other poor souls problems. So good job!”
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6 participants unsubscribed during the course of the study. 5 provided unsubscription moti-

vations: 2 participants indicated a disinterest in receiving recommendations (“I thought it was

something else”). 1 indicated that they were no longer using CaringBridge due to the death of

their loved one. 2 indicated a lack of time to engage with the recommendations, with one adding

in addition: “it’s kind of depressing. Since we’re already going through cancer treatments, it’s

hard to look at what other people are going through.”

We received four replies to our final “thank you” email. Only one non-clicking participant

replied, indicating they had seen a few of the Site Suggestion emails but focused on using

CaringBridge to get support from their existing network. “CaringBridge filled its purpose and

functioned as expected. ... I received a lot of care and support from friends.” We received

three replies from participants who clicked at least once, with all responses emphasizing the

importance of some kind of common ground. One participant connected first with a site due to

common ground—the patient and participant had previously lived in the same small suburb—

and then kept following the site due to its use of poetry and song lyrics to process grief. One

participant described reading others’ sites as “helpful and informative”, due both to feeling

comforted seeing a similar person navigate treatment and to learning strategies when writing

their own Journal updates. One participant decided not to follow some of the recommended

sites because they had a lot of existing followers. “Having a Caringbridge site I know what it’s

like when you don’t have a lot of supporters. ... So I try to help by leaving comments 99% of the

time on the sites I follow to try and help the caregivers stay positive and give them kudos for all

they are handling.”

Recommendation characteristics

Our thematic analysis identified three high-level themes. We report the first-batch prevalence

of categories identified from these themes in Table 5.9—see further thematic description and

quantitative summary in Appendix B.6.

Disclosing health status, symptoms, and treatment. Previews that address the question,

“what or how is the patient doing?” Authors report on both recent heath updates and future plans

or expectations. “Friday is a huge milestone for me. My chemo port is going to be removed.”

Disclosures vary from reporting on processes (“Sally is getting better day by day”), to discrete

events (“Bryan met with his neurosurgeon yesterday.”), to transitions (“Kristen is finally off the
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Table 5.9: Prevalence of identified content categories in the Journal update previews. Only the
presence of expressive writing was significantly associated with clicks (47.1% of first-batch recom-
mendations with expressive writing were clicked vs 28.7% without, p = 0.017).

Preview Category First batch prevalence

Reporting health status 85.2%
Neutral disclosures 31.5%
Positive disclosures only 25.8%
Negative disclosures only 22.2%
Positive & negative disclosures 5.8%

Expressive Writing 31.2%
Managing Author/Audience Relationship 17.5%
Expressions of Appreciation 5.8%

ventilator.”).

Communicating emotion and reflection. Previews that express the author’s attitudes or

reflect on author or patient experiences. Emotions are either linked to specific experiences

during the health journey (“we are immensely happy to finally be home”) or characterize the

author’s current mental state (“I wish you could experience this wonderful euphoria I am feel-

ing”). Reflection is often used as the introduction to a narrative (“It’s been 12 weeks since

Beth’s accident. I cannot believe it’s been that long...”).

Managing author/audience relationship. Previews that engage with the reader. Includes

requests, expressions of gratitude, and context about the update, author, or writing process.

Requests acknowledge the reader as an active member in the patient’s health journey. “Please

send all your prayers as I start my journey through chemotherapy. I am nervous, but with your

help I know I can get through this.” Expressions of gratitude acknowledge received support

from readers. Previews that provide additional context make the author’s writing work visible

to the reader e.g. by discussing update frequency. “Sorry it’s been a while since I last posted an

update. I’ve been finding it hard to work up the energy to write, but I’ll do my best to recap the

last few weeks.”

5.5.3 Observed behavior on CaringBridge

We describe the observed impact of the recommendation intervention on behaviors: reading

(sec. 5.5.3), interaction (sec. 5.5.3), and second-order effects on other behaviors (sec. 5.5.3).
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Table 5.10: Observed participant behavior in response to Site Suggestion emails, from the start of
the study (September 2021) to the end of data collection (April 2022).

Recommendations Participants Recced sites
Behavior n % (of 4190 total) n % (of 79 total) n % (of 526 total)

First Visits/Clicks 220 5.5% 30 38.0% 158 30.0%
Second Visits 86 2.1% 17 21.5% 76 14.4%

Repeat Visits 589 - 17 21.5% 76 14.4%
Follows 24 0.1% 5 6.3% 23 4.4%
Initiations 36 0.9% 9 11.4% 33 6.3%

Interactions 948 - 9 11.4% 33 6.3%
Text Interactions 268 - 4 5.1% 20 3.8%

Relationships 1 0.0% 1 1.3% 1 0.2%

Participant reading and interaction behaviors are the primary outcomes and are summarized in

Table 5.10.

Reading behavior

Table 5.10 presents counts for both repeat visits and site Follow actions. Follows were rare;

only five participants ever followed a site. Repeat visits were more common: 86 (39.1%) of 220

clicked recommendations were visited a second time, and collectively accrued 589 repeat visits

during and after the study.

Interaction behavior

Nine participants interacted with recommended sites, which is 30% of those who visited at least

one recommended site. Collectively, 33 sites received 948 additional interactions as a result

of this study, although the majority of these accrue to just a few sites: median interactions

with a single site was 6 (M=28.7; SD=56.9). Participants initiated with 38 non-recommended

sites during the course of the study as well—likely with sites authored by people they already

knew [10]. Thus, participation was associated with a 94.7% increase in total initiations during

the study period. At an average of 0.37 initiations per author during the study period, par-

ticipants also initiated more often than the 0.05 initiation average for non-participating active

authors. For context, participant initiations comprised 0.2% of all the author initiations that

occurred on CaringBridge during the study period, from among 39.5K active authors. 71.7% of
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the interactions were reactions. This proportion is similar to the percentage of reaction interac-

tions for all users (71.6%) and all participant interactions with non-recommended sites (71.2%)

during the same period. We focus on text-based interactions next.

Only four participants interacted using comments or guestbooks, resulting in 20 partici-

pant/site dyads in which interaction occurred. Our qualitative analysis identified two areas of

interest: first-contact strategies and potential norm violations. We observed a diversity of first

contact strategies, varying from formally introducing the self (“I am managing a CaringBridge

site for my sister. ... Your site was mentioned in an email from CaringBridge, I took interest in

your story.”), to general expressions of support (“Hope you get some rest soon”), to establishing

common ground by sharing their personal health experiences (“I kind of know the road you are

traveling. [personal health history]”). A larger study could investigate first-contact strategies

that are particularly effective, either at encouraging a response or at providing useful support.

In addition, we observed “potential norm violations”: situations where participant comments

diverge from other visitor comments. These divergences include specific behaviors: first-time

sympathetic comments on posts announcing the death of the patient, being the first and only

commenter on a Journal update, bringing in potentially-unwanted religious messaging (“God

bless you”), and asking explicit questions of the update author. The commenting norms per-

ceived by “power user” peers may diverge from most visitors, enabling them to provide support

in situations others may not, but running the risk of producing uniquely negative experiences.

P1 provided the only comment on a death announcement update: “I am so very, very sorry

for the passing of your loved one.” We have no evidence of how these comments were re-

ceived by authors of recced sites, with no specific objections either in reply to comments or to

CaringBridge help/support lines.

The author of a recced site responded to a participant comment in only a single instance,

and their subsequent interactions expanded into a relationship. While one relationship is in-

sufficient for generalization, we sketch it here as a rich example. P1’s first contact with R1

shared personal experiences and offered support. “You don’t know me but you sound like you’re

handling this all very well. .... I know what it’s like to get chemo and I know what it’s like

after.” Within weeks, R1 left supportive comments on P1’s recent Journal updates (“I can’t

even begin to imagine how strong you are”). Support exchange continued, with evidence that

off-CaringBridge communication had been established. Two months into their relationship, R1

explicitly referenced P1 in a Journal update (“I have a friend, I think she’d agree with that title.
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Figure 5.10: Participation effect: Estimated impacts of receiving Site Suggestion emails on au-
thor behavior in the 90 days after the study. Raw estimate is the mean difference between the
participants and the pseudo-control group of unenrolled but eligible authors. The OLS estimate
adjusts for pre-study activity on CaringBridge while the doubly robust (DR) estimate adds addi-
tional causal identification assumptions. 95% confidence intervals are computed via bootstrapping
(1000 iterations).

She somehow found me through Caring Bridge, and has been a constant support to me and my

family since.”) As a frequent commenter, P1 occasionally generated further discussion (Visitor:

“I agree with [P1].”) and on one occasion was thanked for their support by R1’s relative. We

take the creation of a new relationship as an important existence proof for the benefits of peer

recommendation, although it is difficult to quantify the expected number of relationships per

recommendation from this single example. P1 is much more active than other authors, being

on the 97th percentile by number of Journal updates and the 99th percentile by number of ini-

tiations and interactions. Will authors that are less active still form peer relationships given the

opportunity? We estimate the sample sizes needed for a larger trial in sec. 5.5.3.

Second-order effects on participant and recommended site behavior

Estimates of the participation effect are shown in Figure 5.10. Additional outcomes for both

participants and clicked sites are shown in Appendix B.7. While the associational effect of

recommendation indicates that participants publish more Journal updates than non-participants,

we suspect this is primarily due to participants’ shorter tenure, and the effect disappears after

adjusting for author tenure. We present a selection of outcomes related to visiting and inter-

acting with others’ sites (specifically excluding any sites recommended during the study); none

of these estimates suggest a significant positive or negative effect at the 95% significance level.
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Figure 5.11: Visit effect: Estimated impacts of receiving a stranger visit on recommended site
behavior in the 90 days after the visit when compared to non-clicked recommendations (square,
dark-gray) and pseudo-control recommendations (circle, light-gray). Peer visits and interactions
count non-participant author behavior directed at the site. Recommended site author interactions
count behavior of authors of the site. The OLS estimate adjusts for pre-study activity on Caring-
Bridge while the doubly robust (DR) estimate adds additional causal identification assumptions.
95% confidence intervals are computed via bootstrapping (1000 iterations).

We conclude that receiving recommendation emails had a small or high-variance effect on par-

ticipant behavior—and no clear harms.

Estimates of the visit effect are shown in Figure 5.11. The impact of an individual visit

should be small, so we expect and observe in practice small effect sizes. We observe that peer

visits are linked to additional author interactions on their own site and on peer sites, although

these effects are smaller after adjustment. Absent clear evidence of a harmful effect on as-

sociated behaviors, and given the successful primary behavior manipulation, we recommend

proceeding to an RCT for the intervention.

Sample sizes needed for a powered RCT

Figure 5.12 shows the sample sizes needed for an uncontrolled replication of our feasibility

study, based on the observed visit and interaction behavior. If sending a one-time recommen-

dation email, at least 314 authors should be included in order to obtain a reliable estimate of

total peer interactions with (and visits to) recommended sites. Designing a trial to estimate the

effect of recommendation on relationships is more challenging, as no relationships formed due

to the first batch of Site Suggestion emails and only one relationship formed during the entire

study. Based on that one relationship, a recurring email study would need 478 participants to
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Figure 5.12: Sample sizes needed to detect effects of the magnitude we observed during the feasi-
bility study. Field study effect sizes are shown parenthetically as Cohen’s d.

detect at least 1 relationship per 79 participants (d=0.11, α = 0.05, β=0.2), although 10 times

that number of participants would be needed if the proportion of participants that form rela-

tionships is closer to 1 in 1000 than 1 in 100—and tens of thousands are needed if relationship

formation is uniformly probable across participant/recommendation pairs (as only 1 in 4190

recommendations led to a relationship). We also estimated effect sizes relative to the pseudo-

control group (see full results in Appendix B.8). Based on unadjusted effect size differences

between those groups, a 300-participant recurring-email RCT—with 50% not receiving rec-

ommendation emails—should be sufficient to estimate the relative impact of recommendation

on total peer visits and interactions. Assuming the same click rate we observed in this study

(5.3%), such an RCT would also be sufficiently powered to investigate any potential negative

impact of peer visits on recommended site update frequency.

5.6 Discussion: Feasibility of a peer recommendation intervention

In this chapter, we implemented a peer recommendation system in order to assess its feasibility

as a behavior-change intervention. We collected evidence for feasibility in five areas (Table

5.1): Demand, Implementation, Practicality, Acceptability, and Efficacy. Here, we summarize

the evidence in each feasibility area and the implications for the future development of peer

recommendation interventions.

5.6.1 Demand

Demand refers to interest in the intervention. Specifically, we collected evidence around de-

mand via prior use (sec. 5.3.1), expressed interest (sec. 5.5.1), and actual use (sec. 5.5.2). Prior

use indicates both a large number of peer author interactions and correlations between interac-

tion with peer authors and retention. Peer interaction includes interactions with peer strangers
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as well: 40% of participants reported previously visiting the site of a stranger. Participants indi-

cated a motivation to connect with peers, although less interest in interaction specifically; 80%

reported an interest in learning from the experiences of others, compared to 46% reporting an

interest in communication “with a peer who understands”. These expressions of interest were

matched in practice with relatively high recommendation click rates—5% overall, 14% in the

first batch of emails.

5.6.2 Implementation

Implementation refers to the tangible design and engineering required to implement the inter-

vention. Specifically, we collected evidence around implementation requirements for both the

recommendation interface (sec. 5.3.2) and the recommendation model (sec. 5.3.3). We used

email as the recommendation medium to adapt peer recommendation to the CaringBridge con-

text, due to the ubiquity of email notifications on the platform. However, a text-centric email

interface may be inappropriate on platforms that emphasize non-text content or want to provide

recommendations in “always-available” recommendation interfaces that may be more familiar

to users. Future studies should adapt the interface design to the platform—integrating recom-

mendations into OHC interfaces as appropriate—although we found that email recommenda-

tions were reasonable and accepted by participants. Representing peer profiles in an interface

remains an important open question for future work [251]; text previews were effective, but

their focus on recency is a trade-off compared to curated profiles or previews that attempt to

highlight the expected utility of the recommended site to the viewer e.g. via explanations [114].

The model underlying the interface was based on implicit feedback from historical peer in-

teractions. Future peer recommender systems should carefully consider the available implicit

feedback and the implications of optimizing for historical patterns when new interaction pat-

terns are desired. For example, learning from the experiences of others was the most common

participant motivation, but learning was likely not the primary motivation for authors’ historical

interactions—collecting explicit feedback could supplement or replace this implicit feedback to

better align the training objective and user motivations.
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5.6.3 Practicality

Practicality refers to requirements for administering the intervention in practice. Specifically,

we collected evidence of practicality by investigating model quality (sec. 5.3.3), required data

(sec. 5.3.3), and compute time (sec. 5.3.3). We presented an offline evaluation based on his-

torical data that enables model comparison. In our context, none of the non-personalized ap-

proaches we considered were effective at capturing historical peer interaction dynamics, but

such approaches may still be appropriate in other contexts. For example, if only activity data

is available, it may be reasonable to form peer cohorts based on sign-up time and activity

level [279]. If interaction data is available, our results suggest that traditional interaction-based

recommendation models may be effective at recreating historical patterns without the need for

elaborate disclosures. The RoBERTa-based similarity approach we considered was generally

ineffective; the utility of sensitive health disclosures to peer recommendations needs further

consideration, such as using feature extraction approaches targeted to the domain e.g. activity

or health role classifiers [114, 10]. We did not attempt to compare multiple models during our

field study; future investigations will need to link the specific peer connection benefits sought

with the type of modeling approach used and conduct appropriate online evaluations. Given

our interest in interaction, we recommended only recent sites in order to make candidate scor-

ing more practical—≈13K active authors vs 1 million total authors—but a system focused on

recommending historical information or completed journeys might consider other candidate-

generation approaches [262].

5.6.4 Acceptability

Acceptability refers to how participants react to the intervention. Specifically, we collected

evidence of acceptability via explicit participant preferences (sec. 5.5.1) and feedback (sec.

5.5.2). Pre-study, the characteristics identified as most important for potential peer connections

were a similar diagnosis, treatment, and engaging writing. These were the most frequently

mentioned characteristics in recommendation feedback as well, with the addition of similar age.

In general, the recommendations were only modestly acceptable to participants; 39% of specific

recommendations were deemed irrelevant, frequently due to a lack of common ground between

the participant and the recommended site. We chose a modeling approach that optimizes for

interactions and does not explicitly reward similarity. Future peer recommenders might consider
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including features that capture the specific aspects of similarity deemed most important to users.

For example, users might volunteer information about health condition, or it might be inferred

from existing disclosures [11].

We received several explicit requests from users to alter the types of recommendations they

were receiving, and one request from a user for the ability to filter the recommendations. Func-

tionally, these requests speak to the coordination role played by a recommendation system. In

clinical contexts, a human coordinator can incorporate this feedback to alter their peer matching

approach on an individual level [141]. An algorithmic recommendation system faces a much

greater challenge soliciting useful feedback on social matches [253]. By offering tooling to

provide feedback, recommendation users can self -coordinate. Designing for self-coordination

introduces trade-offs between user learning, system explanations, and ease of use [280]. An al-

ternative might be designing peer matching systems with a human coordinator “in the loop”; the

recommendation system could function as an assistance tool to facilitate matching thousands of

peers simultaneously.

5.6.5 Efficacy

Efficacy refers to how much the intervention affects the desired behaviors. We collected evi-

dence of efficacy by examining both reading and interaction behavior effects (secs. 5.5.3 and

5.5.3) as well as second-order behavior effects (sec. 5.5.3). Given the small sample and the

uncontrolled design, we can only evaluate efficacy in a limited way, although results are promis-

ing. 39% of visited sites were visited a second time and a majority (57%) of participants who

clicked at least once went on to visit at least one recommended site twice, suggesting that par-

ticipants were interested in reading about ongoing health journeys. A smaller percentage (30%)

of participants interacted with at least one recommended site, and only one reciprocal rela-

tionship formed as a result of the recommendations. Unclear social norms around interaction

with strangers may present a barrier to greater interaction, such as whether an author is open

to receiving unsolicited support [10]. Future design work could explore soliciting indicators of

openness to supporter interaction and first-contact writing assistance for peer supporters who

are not sure what to say [85, 107]. We observed no evidence of second-order harms due to

recommendations. These results suggest that efficacy should be evaluated in a larger, controlled

trial.

All of the interactions we observed in this study—excepting the one relationship—saw our
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participants providing support to others. Being a peer supporter may by more attractive and

accessible than being a support recipient [141]. On one hand, a recommender system that

encourages a supporter role runs the risk of generating self-fulfilling prophecies and preventing

exploration of other roles [104]—leading users to deprioritise their own needs [7]—as well as

contributing to exclusion of new users and reinforcement of existing cliques [281]. On the

other hand, exposure to peer recommendations might lead to more exploration than what users

choose without this scaffolding [282], and supporting others might serve as the endpoint for a

personal transition to working in broader service of a health community [35, 9]. In general, the

impacts of recommendation on community social dynamics are hard to predict [283]—and it

is for that reason that future trials are necessary. Our feasibility study increases our confidence

that peer recommendation will have positive benefits, including for equity. While only 1 in

40 of pre-recommender initiations are with sites without prior peer interactions, 1 in 10 of the

model recommendations are for these siloed sites. In future studies, recommendation and visit

dynamics should be carefully monitored for harmful social dynamics or intervention-generated

inequalities [284].

5.7 Ethical Considerations

This research was reviewed by the University of Minnesota’s Institutional Review Board. All

usage data was collected in compliance with the CaringBridge terms of service and privacy

policy. To mitigate potential negative impacts from unwanted negative contact, we restricted

the pool of recommended sites to include only sites with the lowest privacy settings i.e. those

that are indexable by search engines and visible to all visitors.

5.8 Limitations & Future Work

Our initial feasibility study of peer recommendation has significant limitations, although we

are excited by the prospect of additional research developing the systems and interventions we

consider. We developed and evaluated only a single interface and a single model. Our interface

follows existing design patterns in CaringBridge notification emails, but a more iterative design

process could produce more useful representations of recommendations [139]. The model we

use is not “state-of-the-art”, but represents a reasonable modern approach. Future studies should
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conduct more extensive offline and online model comparisons [265]—including with models

that are focused on specifically facilitating reciprocal matching [285].

We looked at the potential impact of the recommendations for 12 weeks during the field

study and 13 weeks post-study. We saw no influence of participants’ visits on the journaling

behavior of recommended sites in the 13 weeks post-study, but our design prevents us from

analyzing any longer-term influence on the authors of recommended sites. In particular, authors

that perceive a change in their audience after visits or interactions from peers might change the

content of their Journal updates. Writing updates involves self-disclosure, and self-disclosure

can lead to vulnerability and potential disappointment in the absence of reciprocation [286]. For

an audience of peers, authors may be less likely to disclose negative information [287], which

could decrease the potential benefits of expressive writing and self-reflection [70] and, unin-

tentionally, lead to posts that are less useful for both peer and non-peer readers. Future studies

should collect explicit feedback from recommended authors to understand the perception of

authors toward peer visitors. The relationship between perceived audience and self-disclosure

behavior remains an important open question to consider before deployment of peer recom-

mendation systems that may change that audience. As an intervention, the peer recommender

system we evaluated was intended to target behaviors correlated with social support benefits.

We proposed an RCT focused on quantifying the increase in reading and interaction as a result

of exposure to peer recommendations. However, due to the gap between received and per-

ceived support [13], an increase in these behaviors may not produce corresponding increases

in perceptions of social support. Future experimental designs could include pre-post self-report

measures, either for social support directly (e.g. using the social connectedness scale [288]) or

for desired impact on downstream health (e.g. using the perceived stress scale [289] or measures

for health-related quality of life [290]).

We designed and evaluated the peer recommender system only with users of a single OHC.

We argue these results generalize most to OHCs with similar affordances to CaringBridge.

Rains argues that communication technologies for social connection have four primary affor-

dances: visibility, availability, control, and reach [13]. Control, for example, is the potential to

manage interactions, while availability is the potential to interact at particular times or places,

so other text-based asynchronous communities provide similar potential. Visibility is the po-

tential to make one’s self known to others or to observe others’ behavior; on CaringBridge,

visibility is linked to specific blogs and communities that form around those blogs. Forums or
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listservs offer very different trade-offs around visibility of user-generated content, as do OHCs

with rich user profiles [139, 104]. Reach is the potential to contact specific individuals, groups,

or communities: CaringBridge provides reach only to specific individuals known to the user by

name [10]. Peer recommendation might function differently in an ecosystem where other social

discovery features are already present [153]. Future work should explore peer recommenda-

tion in OHCs with diverging affordances from those provided by CaringBridge—such as Q&A

communities. We hope that our specific implementation serves to promote future investigation

of peer recommendation: including models, interfaces, and outcomes for both individuals and

communities.

5.9 Conclusion

In this chapter, I designed and evaluated a recommendation system to facilitate peer interactions.

The evaluation centered on feasibility: can the intervention be implemented as described? Re-

sults were promising: I observed evidence of demand for peer recommendation, I produced

an implementation with modest data requirements and design complexity that was neverthe-

less appropriate for CaringBridge, I determined it was practical to administer the intervention

via email, participants reported that recommendations were generally acceptable, and the sys-

tem did produce meaningful additional activity, including one relationship. I identified several

promising avenues for future work grounded in our results. In the final chapter of this disserta-

tion, I will turn to identifying more speculative opportunities for future work.



Chapter 6

Discussion and Conclusion

6.1 Summary: what have we learned about peer communication in
OHCs?

In Chapter 3, I developed models and modeling techniques for extracting health behaviors from

CaringBridge Journal updates, motivated in part by a desire to help authors find timely informa-

tion and support from peers. In Chapter 4, I characterized the peer interaction that was already

happening on CaringBridge, demonstrating the growth of the author interaction network and

the importance of author characteristics such as health role. Chapter 5 combines these insights

to design a peer recommendation system appropriate for the CaringBridge context. Separately,

the contributions of this thesis are:

• A quantitative summary of cancer patient joining and leaving behavior in terms of their

cancer phase.

• A quantitative assessment of the responsibilities that cancer patients discuss online, oper-

ationalized from a qualitative framework.

• Factors associated with the formation and growth of peer connections.

• A comparison of peer connection behavior between patients and caregivers.

• A system design for peer recommendation in OHCs.

• An assessment of the feasibility of a peer recommendation system.

140
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Together, these contributions suggest the complexity of usage behaviors in online health

communities. This dissertation grapples with that complexity, ultimately contributing a vision

of quantitative modeling, built on qualitative insight, to support the disparate needs, goals, and

identities that motivate OHC usage. A key practical limitation of this work is revealed in the

lack of integration: cancer phase and author role predictions could both be used in a peer rec-

ommendation system. However, in designing a peer recommendation system I omitted both

of these considerations. One reason is the lack of mature understanding of the relative costs

and benefits of these modeling goals. A second is the complexity of integration: even without

author role and cancer phase classifiers, the recommendation system and its potential influence

on the social ecosystem is enormously complex.

This complexity suggests a value to studying recommenders that are already deployed in

platforms, where full-lifecycle exposure to recommendations can be assumed and A/B compar-

isons can be feasibly conducted. I suggest, however, that studying recommendation for users of

platforms without recommendation serves an important role: it is a window into the hopes and

disappointments experienced by users facing a deficit. Peer recommendation is appealing to me

and other researchers in part because these technologies can address deficits in social support

and medical information without a need to directly address the immense structural and societal

inequities that produce these deficits [284]. However, the actual usage of and feedback to peer

recommendation demonstrates that complexities necessitate continual development of the con-

ceptual assumptions underlying an implementation. In the rest of this chapter, I engage these

complexities by suggesting important open challenges and opportunities in research around peer

communication and peer recommendation in OHCs.

6.2 Peer recommendation systems for OHCs: challenges and op-
portunities

Seaver conceptualizes recommendation systems as “traps”, designed around metrics and mind-

sets that encourage frequent and enduring usage [291]. If recommendations are traps, what does

it mean to be trapped in an online health community? Haimson positions OHCs as “social tran-

sition machinery” that facilitate transitions [292], building on observations that leaving an OHC

after accomplishing one’s desired social transition and associated informational and interaction

goals should not be treated as a bad outcome [56]. Thus, designing peer recommenders based
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on metrics like total clicks or interactions implicitly imagines a social transition that involves

continued engagement with the OHC. Other metrics could better reflect peer recommender sys-

tems as facilitators of specific support goals—possibly including preference for an algorithm

that encourages initial use but decreases subsequent use as e.g. informational support needs are

met from reading other sites. The ideal peer recommender system may make support tasks more

“efficient”, decreasing not just usage of the recommender system but of the OHC as a whole.

Peer recommendation is designed to change the makeup of the audience that an OHC user

interacts with. On CaringBridge, perceptions of audience will affect the content of site up-

dates [67]. Site authors disclose sensitive information with a particular audience in mind [293],

altering their disclosures to perform tensions between an idealized and authentic online self [294].

These dynamics need further investigation, and these effects may not be unidirectional—peer

interactions may decrease update frequency or suppress negative self-disclosure, but such inter-

actions could also create social pressure to continue updating beyond the point that it is useful

for the author. In general, peer recommendation—somewhat uneasily—manipulates a commu-

nication environment with unclear social expectations, as roles and goals shift over time [35].

An important consideration for any health intervention is “who benefits?” [284]. For peer

support interventions, a key question is whether the resulting supportive communication bene-

fits primarily people who already have access to quality social support or people who lack that

access. These are the social compensation (“poor get richer”) and the social enhancement (“rich

get richer”) benefit models [295]. Similar to prior work, our observations suggest that the “poor

get richer” [67]; sites without existing connections are more likely to be recommended than the

sites that authors currently interact with, which suggests disproportionate benefits could flow

to sites without lots of existing support. However, we do not know if these sites lack offline

support, nor do we know if access to social support is the most salient equity issue in the de-

ployment of peer recommenders. I avoided an analysis of the impact of recommendation on

demographic traits such as gender, largely because these are hard to assess without a dedicated

study. (Absent self-report data, identity characteristics might be classified from Journal updates,

although such a process is fraught with methodological and ethical challenges [296].) The in-

tersection of health inequalities and peer recommender development is ripe for future work,

including both qualitative—such as an investigation of how OHC users evaluate recommenda-

tions and perceive strangers—and quantitative—such as a careful evaluation of the trade-off

between offline accuracy, coverage, and diversity metrics.
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6.3 Limitations

I already discussed two limitations: a focus on a single OHC makes reasoning about generaliz-

ability challenging (sec. 2.1.2) and a lack of modeling integration due to complexity (sec. 6.1).

Both represent an opportunity for future researchers to engage specific groups of users to un-

derstand the benefits of providing recommendations that are sensitive to a specific set of needs.

I suggest two additional limitations that challenge my own understanding of recommendation

interventions for online peer communication.

6.3.1 “Peerness” and perceptions of support

A key assumption of this work is that authoring health updates on CaringBridge is a sufficient

condition to be a “peer” to other authors. The peer definition I used from Simoni et al. includes

the characteristics (a) obtaining benefits from peer support that derive from their status as peers

(b) “intentionally setting out to interact with individuals they may or may not encounter in their

everyday life” [63]. In the context of interaction between CaringBridge authors, these condi-

tions hold; commenting on another author’s post is both intentional and—based on my quali-

tative investigation of commenting behavior—often based on peer status i.e. common ground.

A recommendation system that facilitates interactions among strangers strains this definition;

when a visitor leaves a supportive comment induced by a recommendation, the receiving au-

thor may be unaware of the visitor’s peer status and did not necessarily intend to receive such

interactions. Thus, the recommender facilitates peer support only insofar as authors articulate

the “critical commonality” that the authors share during interaction [65]. Optimal matching

theory suggests that particular illnesses require support appropriate to the specifics of the situa-

tion [65]; peers are more likely to provide that support due to their experiential similarity [59],

but the specific importance of the supporter and/or receiver of support perceiving “peerness”

remains unclear. Other OHCs specifically include formal peer mentors or health profession-

als [34], and the implications of peer matching with those users may be quite different. For

example, health professionals may be more likely to provide prescriptive information than de-

scriptive information [297].
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6.3.2 Interventions or existing ecosystems?

In Chapter 5, I argued that peer recommendation should be conceptualized as a health inter-

vention and evaluated accordingly: with a feasibility study followed by larger controlled trials.

While this framing correctly places focus on the manipulated behaviors and other outcomes, it

misrepresents the way that recommendation systems function as a part of broader community

designs. It is challenging to evaluate a single interface feature in isolation, and especially so

for features that facilitate communication. One obvious objection to concerns about the impact

of recommendation on individual behavior or on community dynamics is that recommenda-

tion is ubiquitous on social media platforms, including many OHCs. While further study is

therefore valuable, it may be that a focus on how existing recommendation systems function

will be more immediately impactful then a focus on prospective harms from recommendation

“interventions”—interventions that are already widely used in practice. One reason to conduct

RCTs and other focused trials is that the research community’s understanding of peer interac-

tion dynamics in OHCs continues to be poor [219], as does our understanding of social media

interaction in general [298]. But the specific behaviors of interest, such as peer interaction, rest

on shaky theoretical ground [63]. Thus, the specific intervention I propose is poorly defined and

disconnected from potential mechanisms. Future peer recommendation interventions should be

based on specific mechanisms of behavior change and benefit, such as exposure to relevant

symptom management information leading to greater self-efficacy.

6.4 Conclusion

Communication with peers online can be a valuable source of social support. I studied an on-

line health community where peer communication occurred adjacent to primary communication

with a non-peer support network. In that context, I designed and evaluated a peer recommenda-

tion system for users of online health communities. My work contributes an understanding of

peer communication patterns and suggests benefits to the further development of peer recom-

mendation interventions.
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Appendix A

Author connection details

This appendix contains details that provide additional context and analysis of potential con-

founders.

A.1 Valid author identification

We omitted authors without at least two journal updates published more than 24 hours apart

based on an analysis of author tenure—the amount of time between an author’s first and last

published updates. Figure A.1 shows the distribution of tenure for all authors. We observe a

bimodal lognormal distribution of author tenure and fit a two-component log-normal GMM in

an approach adapted from Halfaker et al. [299]. The lines overlayed on the histogram show

the fit of the two Gaussian components to the tenure data. We use the approximate visual

intersection of the two GMM components, 24 hours, as a criterion for being a valid author.

Self-reported health conditions by valid authors—which are used as features in the models fit

to address RQ1—are shown in Table A.1.

A.2 Account sharing

Author accounts classified as Mixed (7.49% of authors, see Section 4.4.2) may indicate either

a single author embodying multiple roles or multiple people sharing the same account creden-

tials. Such account sharing generally occurs for convenience in the case of a trusted relationship
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Figure A.1: Distribution of author tenure—the time between first and last journal update written
by that author—for all 572,309 author users. The 161,799 (28.3%) authors with only a single
update (and thus 0 tenure) are not shown. Median author tenure is 83 days (mean 311 days).

Health-condition category Count %
None (not reported) 152,818 42.17%
Cancer 109,339 30.18%
Other 37,556 10.36%
Surgery/Transplantation 15,415 4.25%
Injury 12,910 3.56%
Cardiovascular/Stroke 12,685 3.50%
Neurological Condition 9,376 2.59%
Infant/Childbirth 7,952 2.19%
Condition Unknown 2,252 0.62%
Congenital/Immune Disorder 2,042 0.56%

Table A.1: Health condition assignments to valid authors based on site-level self-reports.



185

between the patient and the caregiver [300]. Account sharing is potentially problematic for anal-

yses treating interactions between accounts as interactions between two people, but particularly

so if an account is shared by both a patient and a caregiver. Thus, we classify an author account

as Shared if, on any site, between one third and two thirds of that author’s updates are classi-

fied as patient-authored. Using this conservative definition, we find only 7.46% of accounts are

Shared.1 Author account sharing is closely linked to the Mixed classification: 95.9% of Mixed

authors are Shared, suggesting that authors only rarely embody multiple roles e.g. writing as a

patient author on one site and as a caregiver author on another. Due to the high-proportion of

Mixed-author accounts that are shared, in subsequent modeling we include as an author feature

only the Mixed author role (as a dummy-coded categorical variable) and not a separate indicator

variable of account sharing. We note that authors classified as Mixed are likely multiple people

using the same account.

One implication of this analysis is that user accounts are nuanced and the assumption of one

account being associated with one person or even one role is frequently mistaken. Further work

on roles must grapple with the reality of user account sharing and the challenges it presents to

both analysts and users [301]. For designers in particular, a “one person, one account” assump-

tion may undermine the effectiveness of designed interventions, e.g. recommended articles to

edit on Wikipedia or personalized social media feeds.

A.3 Computing patient-authored update proportion

We computed the proportion of patient-authored updates on valid sites using a random sam-

ple of 5,000 unlabeled journal updates. We used the 305 models trained during hold-one-out

cross validation in order to compute standard error as an estimate of the variability of this pro-

portion. The model predicted that 24.84% (s.e. 0.03%) of unlabeled journal updates were

patient-authored. As the label distribution in the training data is different from the label distri-

bution over the target updates, we need to correct for this distribution shift as it will bias the

estimate towards the balanced training distribution. We use Black Box Shift Estimation [302]

to quantify the shift in distribution and produce a revised estimate, finding that 22.06% (s.e.

0.11%) of unlabeled journal updates were patient-authored.
1A more permissive definition labels author accounts as Shared if on any site that author has published both

a Patient-classified and a Caregiver-classified update. While this definition—which labels 53.4% of accounts as
Shared—likely captures primarily classifier noise, it can be treated as an upper bound on author account sharing.
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Figure A.2: Distribution of the sizes of the 2335 weakly connected components (WCCs) and 2590
strongly connected components (SCCs) composed of two or more active authors at the end of
the analysis period. The largest WCC (size=45038) and largest SCC (size=16946) are not shown.
Active authors are valid authors who were active on CB within six months of the end of the analysis
period.

A.4 Assumption analysis: Amp timestamps

Amps (“likes” on CB) lack timestamp information, so we assume that amps occur at the publi-

cation time of the associated journal update. To assess whether this assumption is reasonable,

we examine the moment when the amps feature was introduced, reasoning that amps on jour-

nal updates published before the amps feature launched indicate a lag time between the update

publication and the amp interaction. Only 0.32% of amps occur on updates published before

the launch of the amps feature, and comparing updates published the week before the launch

date to the updates published in the week after, only 23.1% of amps are recorded pre-launch.

This analysis suggests that the majority of amps are given in the week the journal update was

published.

A.5 Interaction network details

At the end of the initiations period, Figure A.2 shows the distribution of the connected com-

ponents, excluding the largest. Figure A.3 shows the proportions of active authors in various

network positions throughout the data range.
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Figure A.3: Proportion of active authors—authors with public activity on CB within 6 months
of the sampled date—based on their position within the network. “Isolates” is the proportion of
authors unconnected to any other author. “LWCC” is the proportion of authors in the largest
weakly connected component. “Other” is the proportion of authors weakly connected to at least
one other user but not in the LWCC. Together, these three account for all active authors. For
comparison, we also show the proportion of authors in the largest strongly connected component
(“LSCC”). The vertical dashed line indicates the beginning of the initiations period.
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Figure A.4: Proportion of each initiation type over time. Initiation types are as defined by Gal-
lagher et al. [5]. The vertical dashed line indicates the beginning of the initiations period.
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A.6 Initiation type classification & network growth

In order to understand how initiations relate to the growth of the network over time, we clas-

sified initiations according to the initiator’s and the receivers’ position within the network. We

identify four different initiation types, adapting definitions from Gallagher et al. to our con-

text [5]: (1) Joining Component is an initiation connecting an unconnected author to an existing

weakly-connected component. (2) Bridging Component is an initiation connecting two weakly-

connected components, merging them. (3) Joining Isolates is an initiation that connects two

previously unconnected authors (i.e. two “isolates”). (4) Intra Component is an initiation be-

tween two authors who were already in the same weakly-connected component. By definition,

all reciprocations are Intra Component initiations. We classified all initiations as one of these

four types.

Figure A.4 shows the proportion of each type of initiation over time. Before the start of the

initiations period in 2014, the network formed through Joining Isolates and Joining Component

initiations before the majority of initiations became Intra Component. Within the initiations

period, 201,188 initiations were made, and over this period the proportion of each type remained

quite consistent. Bridging Component and Joining Isolates combined make up only 3.62% of

the initiations in the initiations period. The vast majority of initiations are between authors

in the largest weakly-connected component (WCC) and other members of the largest WCC or

previously unconnected authors. 10.79% of initiations in the initiations period are reciprocal,

which is 13.91% of the Intra Component initiations. The vast majority of Intra Component

initiations are within the largest WCC specifically; only 3.5% of Intra Component initiations

involved components other than the largest. Of the Joining Component initiations, 24.08% of

initiations-period initiations are initiated by the unconnected author and not someone in the

component. These proportions suggest that the majority of initiations grow the largest WCC or

occur within the largest WCC. Overall, the network factor most associated with new initiations

is the largest WCC.
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A.7 Other interaction types

In the author interaction network, we include only guestbooks, amps, and comments, as de-

scribed in Section 4.4.3. However, we omit three types of interaction that may behave differ-

ently than the included interaction types: (1) author visits to other sites, (2) comments on other

comments, and (3) explicit or text-based links to other sites in journal updates. First, we omit

visits because our visit data is incomplete and can be only tenuously linked to specific authors at

specific times and is invisible to the receiving site’s authors. Second, we omit comments left in

response to guestbooks and update comments as the feature is relatively recent and minimally

used. Third, inter-site HTML links can be published in the text of journal updates. To assess

the impact of excluding such text-based inter-site links on the validity of the resulting network,

we conducted a high-precision analysis of existing inter-site links. Direct hyperlinks were ex-

tracted from the 19M journal updates. 101,923 valid links to CB sites were identified, of which

32.2% (32,767) were determined to be self-links i.e. they linked to the site on which the update

was authored. Of the remaining 69,156 inter-site link interactions, 100% were found to be re-

dundant with existing interactions recorded via the other interaction types between the update

author and the linked site. Thus, we conclude that the three interaction types used provide a

sufficiently detailed view of the inter-author interaction network.

A.8 Initiation annotation details

Initiation annotation (see section 4.5.1) proceeded in four rounds. Both annotators are authors

of our published paper [10] and familiar with the CaringBridge dataset. In the first round, 30

guestbooks and 30 comments were coded and discussed to establish a codebook (or “coding

scheme” [303]); these 60 initiations were discarded from further consideration. Each subse-

quent round consisted of sampling an equal number of guestbooks and comments, two coders

independently annotating them, and meeting to discuss disagreements and update the codebook.

200 initiations were sampled in the second and third rounds and 400 in the final round for a total

of 800 initiations.

As the codebook was not intended to be generalizable beyond this specific context and the

relation codes were an open set, we did not compute a statistical measure of IRR and instead re-

solved all disagreements via discussion [222]. Due to the inherent subjectivity in the annotation
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Relation Category Post-health-event Pre-health-event Unknown Total
Unknown 7 67 437 511
Friend 1 118 10 129
Third-party connection 35 3 9 47
CG of similar patient 24 0 1 25
Family 1 20 1 22
Other 7 10 1 18
One-time visitor 15 1 0 16
Coworker or Schoolmate 0 10 0 10
Fellow patient 7 0 0 7
(No text) - - - 15
Total 97 (12.1%) 229 (28.6%) 459 (57.4%) 800
Table A.2: Annotated initiation counts, broken down by the two annotation types: “Relation Cat-
egory”, meaning the relation between the initiator and the receiver, and whether this tie existed
before the health event that is the focus of the CB site. Fifteen initiations containing only whites-
pace characters were not annotated but are included in the total.

task, disagreements were relatively common; for the annotation of tie formation timing relative

to the health event, raw agreement at the end of the second, third, and fourth round of anno-

tation was 77.5%, 70.0%, and 76.8% respectively. All disagreements were resolved quickly

and centered on when sufficient evidence is present in the initiation to assign a non-Unknown

label. Due to the lack of context, guestbooks are notably harder to annotate than comments.

The codebook is available in the GitHub repository.2

Result details beyond those in section 4.6.1 are presented here. Table A.2 shows the an-

notated initiation counts, broken down by high-level relationship category. Categories were

selected after annotation to summarize the data at a higher level than the raw codes e.g. a

“listserv contact” becomes ”Other” and multiple subtypes become “Friend”. Table A.3 shows

representative initiations along with their annotated values. Quotes are paraphrased to preserve

poster anonymity and reduce traceability, which we deem ethically appropriate given the sensi-

tive context [4, 227].

2https://github.com/levon003/cscw-caringbridge-interaction-network

https://github.com/levon003/cscw-caringbridge-interaction-network
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Relation Category Pre/post? Initiation Text
CG of similar patient Post Hi John, Our son Tommy, 16, is in the room next

door. He is day+14. We are sending you lots of love,
prayers and positive thoughts through the walls. We
hope everyday you get a little stronger and feel better.

Third-party connection Post Hi Don. I am a friend of Ben’s and through him I’ve
been following your journey since last June. I just
want you to know that countless prayers have been
said for you, your family and the doctors treating
you. I am thankful that Danny started this site so
that we can all encourage you every step of the way.

One-time visitor Post Diya, I know we have never met but tonight my heart
and prayers go out to you. I traveled the road you are
on seven years ago. Ella and the breast cancer sup-
port group, friends and family were my strength. Be
strong. My story is under (CB site name) in Caring
Bridge. If you ever need anyone to talk to, please call
me. Anytime.

Fellow patient Post Congratulations on Day +2! I am the friend of
Jenna’s who also has multiple myeloma. Today is
Day +84 for me. The next 30 days will be the tough-
est for you but try to walk and eat as much as you can
to encourage all those little stem cells to grow! Sara
Jones ((CB site name) on CaringBridge)

Unknown Post Patel family, I just read about your son in an article
written by (local journalist). I had no idea. I am send-
ing you prayers and positive thoughts. God bless you
all.

Friend Pre Sarah, Dan and I are so grateful to have this connec-
tion to you through Caring Bridge. Our prayers have
been winging your way since we heard the news on
your hospitalization. We are traveling home tomor-
row and will be back in church this Sunday. We are
holding you in our hearts. We love you, Molly and
Dan

Unknown Unknown You are all in our thoughts on this wonderful day.
Abigail

Table A.3: Annotated initiation exemplars. A sample of paraphrased initiations and the annota-
tions: (a) relation between the initiator and the receiver and (b) if the initiator was deemed to be a
pre-health-event or a post-health-event connection. All names are aliases.
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A.9 RQ1b model details

Table A.4 presents two linear regression models predicting the time between an author’s first

update and first initiation. Model #1, for pre-authorship initiators, demonstrates that reasoning

about the high-variance relationship between initiations and going on to become an author is

extremely high variance, perhaps because the health event that precipitates the creation of a

site has not yet occurred. The post-authorship initiation model demonstrates the importance

of receiving an interaction and also that multi-site authors initiate much later than single-site

authors.

A.10 Geographic model

Table A.5 show the full model details comparing the conditional mlogit model for initiations

(see section 4.5.5) with a model fit using only the subset of initiations between users that are

assigned US states (see section 4.5.5). Model (1) is the full model on all the initiations in

the initiations period. Model (2) includes only the subset of authors with state assignments.

Model (3) is that same subset with an additional dummy variable indicating matching state

assignment between the initiator and the candidate. Comparing (1) and (2) demonstrates that

this author subset is broadly similar in initiation factors compared to the full author sample,

while (3) demonstrates the importance of matching state assignments. Note that a matching

state assignment is less important than the network-based features.

A.11 Right-censoring and survival analysis

In addressing RQ2b, we predict the number of interactions in a relationship, rather than rela-

tionship duration (section 4.5.7). We avoid doing a survival analysis due to long gaps between

author interactions on CB making it hard to predict right-censoring. Simulating an end of the

dataset 6 months earlier than the true end and assuming that any author with a published update

or interaction within 6 months of the simulated dataset end is right-censored, we miss more than

half of the authors that are actually censored (recall = 0.495); this level of inaccuracy occurs

despite using a censorship threshold that is twice that used in prior work [70].

This difficulty leads us to avoid fitting survival models to predict relationship duration.
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(1) Pre-authorship (2) Post-authorship

Intercept 8.049∗∗ 25.696∗∗

(0.139) (0.355)
Role = Mixed -0.568 1.572∗

(0.415) (0.654)
Role = P -1.33∗∗ -3.926∗∗

(0.248) (0.412)
HC = Cancer 0.241 3.449∗∗

(0.234) (0.374)
HC = Cardiovascular/Stroke 0.597 3.172∗∗

(0.526) (0.859)
HC = Condition Unknown -3.106 20.102∗∗

(7.176) (2.574)
HC = Congenital/Immune Disorder -1.197 -3.44

(1.275) (1.997)
HC = Infant/Childbirth -1.356 4.551∗∗

(0.886) (1.089)
HC = Injury 0.38 5.433∗∗

(0.611) (0.936)
HC = Neurological Condition 0.405 6.293∗∗

(0.657) (1.038)
HC = Other -1.403 19.134∗∗

(0.813) (0.695)
HC = Surgery/Transplantation 0.426 8.003∗∗

(0.609) (0.86)
Will become multi-site author? -0.845

(0.438)
Is multi-site author? 12.671∗∗

(0.979)
Int received? -10.475∗∗

(0.35)
Int received? : Time to first received int 0.732∗∗

(0.024)

Observations 5,438 20,687
R2 0.008 0.128
Residual SE 7.175(df = 5425) 23.191(df = 20672)
F Statistic 3∗∗ (df = 12; 5425) 216∗∗ (df = 14; 20672)

Table A.4: Linear regression models predicting the time between an author’s first update and first
initiation. Model (1) includes only pre-authorship initiators, whereas model (2) includes only post-
authorship initiators. “Time to first received int” is the number of months between an author’s
first update and first received interaction. Note: ∗p<0.05; ∗∗p<0.01.
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Figure A.5: Distribution of the proportion of a relationship’s interactions made by the initiator of
that relationship and the thresholds used to identify balanced relationships. 52.47% of relation-
ships are balanced using the indicated thresholds.

Empirically, relationships initiated by caregivers are longer than those initiated by patients (27.8

months vs 26.7 months respectively, t=5.64, p¡0.001), although as discussed above this effect

may be due to caregivers staying on CB longer or some other effect introduced by the right-

censored nature of the data.
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(1) (2) (3)

Candidate out-degree (log) −0.191∗∗∗ −0.225∗∗∗ −0.231∗∗∗

(0.005) (0.025) (0.029)
Has in-degree? 0.756∗∗∗ 1.907∗∗∗ 1.795∗∗∗

(0.017) (0.170) (0.182)
Candidate in-degree (log) 0.649∗∗∗ 0.960∗∗∗ 0.974∗∗∗

(0.005) (0.027) (0.030)
Is reciprocal? 20.016∗∗∗ 8.458∗∗∗ 7.999∗∗∗

(0.460) (0.574) (0.568)
Is weakly connected? 1.767∗∗∗ 4.647∗∗∗ 4.281∗∗∗

(0.021) (0.430) (0.435)
Is friend-of-friend? 5.220∗∗∗ 3.196∗∗∗ 2.801∗∗∗

(0.097) (0.201) (0.207)
Candidate Role = Mixed 0.020 0.110 0.111

(0.018) (0.085) (0.098)
Candidate Role = P −0.242∗∗∗ −0.187∗∗∗ −0.247∗∗∗

(0.012) (0.063) (0.072)
Same author role? 0.299∗∗∗ 0.331∗∗∗ 0.295∗∗∗

(0.012) (0.059) (0.068)
Same health condition? 0.213∗∗∗ 0.366∗∗∗ 0.400∗∗∗

(0.009) (0.049) (0.056)
Candidate multi-site author? 0.315∗∗∗ 0.752∗∗∗ 0.772∗∗∗

(0.015) (0.058) (0.066)
Candidate mixed-site author? 0.474∗∗∗ 0.367∗∗∗ 0.352∗∗∗

(0.008) (0.059) (0.067)
Candidate update count −0.0003∗∗∗ −0.001∗∗∗ −0.0004∗∗∗

(0.00004) (0.0001) (0.0001)
Candidate update frequency 0.007∗∗∗ 0.013∗∗∗ 0.013∗∗∗

(0.0002) (0.002) (0.002)
Days since recent update −0.011∗∗∗ −0.006∗∗∗ −0.005∗∗∗

(0.00005) (0.0001) (0.0001)
Days since first update −0.001∗∗∗ −0.001∗∗∗ −0.0005∗∗∗

(0.00001) (0.00003) (0.00004)
Same U.S. state assignment? 2.723∗∗∗

(0.069)

Observations 155,141 7,007 7,007
Log Likelihood −133,746.600 −4,830.810 −3,743.011
Test Accuracy 77.2% 84.3% 87.1%

Table A.5: Conditional mlogit models for initiation with the subset of authors given US state as-
signments via IP geolookup. Note: ∗∗∗ indicates p<0.01



Appendix B

Author recommendation details

B.1 Use of search feature on CaringBridge

Do CaringBridge users use search to attempt to find information or supporters? To address this

question, we collected a dataset of user-initiated search queries on CaringBridge. These queries

were extracted from internal logs collected between July 4, 2021 and July 10, 2021. Our dataset

contained 103,830 searches comprising 32,722 unique query strings. We preprocessed the query

strings by splitting them into tokens based on whitespace.

Based on a random sample of 100 queries with 1, 2, or 3 tokens and visual inspection of

additional samples, all queries corresponded to either person names or existing site URL strings.

Thus, we conclude that a very high percentage of searches are for a specific CaringBridge site.

Queries with 4 or more tokens comprise < 1% of the query strings. Visual inspection suggests

that the majority of queries with 4+ tokens are help requests or open-domain queries including

spam. We could identify no instances of users searching for e.g. a particular health condition,

treatment, or symptom; if search is used in this way, it occurs at a low prevalence. Results were

identical when isolating to queries conducted by authors rather than by all users.

B.2 Modeling and optimization details

This section provides additional details beyond those provided in sec. 5.3.3.
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Figure B.1: MLPStudy offline performance throughout the validation and test period. No evidence
of a non-zero relationship between time since model training and offline performance metrics.
(All significance tests have p¿0.05.) This flat relationship suggests that (a) the offline analysis is
minimally impacted by training set leakage and (b) frequent model retrains may not be necessary
in practice, although we retrained the model weekly during the field study.

B.2.1 MLP model details

Both MLPStudy and MLPTuned use two hidden layers, ReLU activation functions, and dropout.

Optimization occurs over 1000 epochs with a one-cycle learning rate scheduler proposed by

Smith and Topin [304] and the Adam optimizer with default hyperparameters. Following best

practices to prevent overfitting, we used for prediction the weights from the epoch with the low-

est hold-out loss. Hold-out loss was computed over a random 1% of training initiations. We

conducted random search experiments (not reported) using the learning rate and Adam hyper-

parameter distributions given by Sivaprasad et al., finding minimal differences [305]. MLPStudy

uses 100 hidden units per layer with a dropout p of 0.1. MLPTuned uses 300 hidden units per

layer with a dropout p of 0.5 and adds a weight decay of 0.0001. Hyperparameter tuning oc-

curred using grid search to set hidden units ∈ {100, 300, 500}, dropout p ∈ {0.1, 0.5, 0.9},

weight decay ∈ {0, 0.0001, 0.01}, and maximum learning rate ∈ [0.008, 0.016]. We fit models

from 3 random seeds at each hyperparameter combination and selected parameters based on the

median of the 3 models’ MRR. We did not explore additional model architectures in depth, and

offline metrics could be improved through the use of a model closer to the state-of-the-art or

through a larger hyperparameter sweep.

One downside to our chronological validation and testing sets is that this setup deviates

from the common modeling practice of retraining on regular intervals. Fortunately, Figure B.1

indicates that this affect has a minimal impact on our offline evaluation.
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Table B.1: Offline test performance for various baselines. This table shows additional baselines
beyond those presented in Table 5.3.

Network MRR HR@1 HR@5 |R| %Unique MMST |SR|/|R|
|SU|/|U|

PeopleYouKnow 0.102 7.86% 13.07% 3972 79.44% 29.2 weeks 15% / 28%
CosSim 0.002 0.05% 0.25% 3403 68.1% 27.1 weeks 25% / 23%
MF 0.002 3.05% 15.23% 13 0.26% 40.3 weeks 0% / 24%
RecentInits 0.036 1.27% 4.81% 6 0.12% 0.4 weeks 0% / 24%
MostInits 0.035 1.32% 4.90% 12 0.24% 113 weeks 0% / 24%
NewestAuthor 0.025 0.97% 3.19% 6 0.12% 0.1 weeks 83% / 24%
RecentJournals 0.016 0.19% 1.58% 6 0.12% 3.1 weeks 17% / 23%
MostInteractive 0.007 0.17% 0.68% 5 0.10% 0.9 weeks 0.0% / 24%
MostJournals 0.004 0.13% 0.38% 5 0.10% 0.4 weeks 60% / 24%
Random 0.001 ¡0.0% 0.04% 4159 83.18% 17.6 weeks 24% / 24%

B.2.2 Baselines

Table B.1 compares additional baselines beyond those shown in Table 5.3. We explored Cos-

Sim with other feature sets; they all perform worse in terms of MRR and Coverage metrics than

using all features. MF is the conventional matrix factorization approach to collaborative filter-

ing, using the dot product to compute similarity and selecting hyperparameters as described by

Rendle et al. [158];1 note the high hit-rate but low MRR, indicating a strong popularity bias.

The new non-personalized baselines are RecentInits, which ranks sites by the amount of time

since the last initiation with that site, MostJournals/RecentJournals, which mirror MostInits

and RecentInits but count published Journal updates rather than initiations, NewestAuthor,

which ranks newest sites first, and MostInteractive, which ranks sites by the number of recent

interactions made by authors on that site.

B.2.3 Feature ablation discussion

The results presented in Table 5.4 suggest that RoBERTa text features are not important for peer

recommendation, and that recommendations based solely on text data would require a different
1All matrix factorization models were trained for 100 epochs with the same optimizer as the MLP model; the best

model (by validation MRR) used embeddings of size 128 and weight decay of 0.0001. Embeddings were trained for
the 41,567 authors and 79,588 sites that appear at least twice in training-period initiations; a single embedding each
was reserved for previously unseen authors and sites.
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approach than the one we use here. We suspect that the relative unimportance of text data re-

flects a bias in our implicit feedback signal and offline evaluation metrics toward authors already

known to the source. Chen et al. observed that social network information was more effective

for discovering known contacts, while content similarity was more effective for discovering

new connections [233]—a dynamic that may be recurring here, as most historical initiations are

between known contacts [10]. Even if text-based recommendations are less useful, users may

perceive them to be less invasive than network-based recommendations (or vice-versa). Careful

assessment of the perceived acceptability of this data collection for peer recommendation is

necessary [306].

We chose to deploy the model that included the text data (MLPStudy) in part because it

will still provide personalized recommendations, even to authors who have not yet interacted

with peers. We can observe this effect in the coverage predictions: while recommended site

diversity is higher for authors who had previously initiated (342 unique sites for 439 source

users, each site recommended on average 6.4 times) compared to authors who had no previous

interactions (303 unique sites for 561 source users, each site recommended on average 9.3

times), these differences are relatively small. Further, these recommendations are of a similar

quality: MRR on test initiations is actually higher for people with no previous initiations than

previous initiators (0.190 vs 0.147). Thus, we were satisfied that deploying MLPStudy satisfied

our cold-start design requirement.

B.3 Survey Materials

All questions other than the eligibility, consent, and email questions are optional. All surveys

were hosted on the Qualtrics platform.

B.3.1 Preference Survey

All registered CaringBridge authors (18+ years old) are invited to take this 1-minute survey,

which is part of a research collaboration by CaringBridge and a team of technology researchers

at the University of Minnesota.

The purpose of CaringBridge is to help people get the support they need during health jour-

neys—and support comes from many places! Many authors choose to make their CaringBridge

sites open for anyone to read. We want to send you emails with links to CaringBridge sites
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that we think you’ll want to follow.
If you are interested in participating in our study, we’ll send you personalized emails with

links to CaringBridge sites. (As always, [privacy comes first]2 on CaringBridge: no one can

read your site unless you want them to.) Opting in and sharing your opinion will help Caring-

Bridge and the research community design features that make giving support easy and make a

difference in the lives of the patients and caregivers you care about. Complete information and

an FAQ for this study are available by clicking here [link].

Click the arrow in the lower right corner of your screen to take the survey.

—Page Break—

Is Adult

I am 18 years or older.

• Yes, I am 18 years or older.

• No, I am less than 18 years old.

Is Registered

Do you have a registered CaringBridge account?

• Yes, I have a CaringBridge account.

• No, I don’t have a CaringBridge account.

Is Author

Are you can author or co-author of a CaringBridge site? You’re an author or co-author if you’ve

ever written a [Journal]3 update on a CaringBridge site.

• Yes, I am an author or co-author on a CaringBridge site.

• No, I am a visitor to CaringBridge and I haven’t helped author a site.
2Link to https://www.caringbridge.org/what-we-offer/the-privacy-you-choose
3Link to https://www.caringbridge.org/what-we-offer/a-journal-for-your-journey

https://www.caringbridge.org/what-we-offer/the-privacy-you-choose
https://www.caringbridge.org/what-we-offer/a-journal-for-your-journey
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Opt-in

Do you agree to receive personalized follow-up emails with links to CaringBridge sites that we

suggest?

• Yes, I want to participate in the study and receive follow-up emails with site suggestions.

• No, I am not interested in participating in the study.

—Page Break—

Email

We just need the email address that you use with CaringBridge so that we can send you
personal site suggestions.

We won’t share this email address with anyone outside of CaringBridge or the research

team; we’ll only use this email address to contact you and to connect to your CaringBridge user

account.

• The email address I use with CaringBridge is: [Free Response]

• I’m not sure which email address is associated with my CaringBridge account, but the

email I use most is: [Free Response]

• I changed my mind about participating in the study.

Wants study result follow-up

Are you interested in reading about the results of this study when they become available
in the future? If you select yes, we will send you an email update with information about our

results.

• Yes, please email me with the results of this study.

• No, thanks.

—Page Break—

Thanks for providing your info, you’ll get emails with site suggestions from us soon. The

following completely optional questions will help us create better site suggestions for you.
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Previous visit to stranger site

(Optional) Have you ever visited the CaringBridge site of an author who you did not know

personally?

• Yes, I have visited the CaringBridge site of someone I didn’t know.

• No, I have never visited a stranger’s CaringBridge site.

Motivations

(Optional) Which of the following might motivate you to visit a fellow author’s CaringBridge

site, even if you didn’t personally know them? Check all that apply.

• To learn from the journeys of other CaringBridge authors.

• To help mentor or support newer CaringBridge authors.

• To receive advice or support from more experienced authors.

• To communicate with a peer who understands.

• I’m not interested in visiting other authors’ CaringBridge sites right now, but I might want

to in the future.

• I’m not interested in visiting other authors’ CaringBridge sites right now, but I would

have wanted to in the past.

• I’m never interested in visiting other authors’ CaringBridge sites.

• Something else: [Free Response]

Characteristics

(Optional) What characteristics of an author or their site would make you want to read & engage

with that person’s CaringBridge site? Check all that apply.

• High-quality writing or photos

• Similar diagnosis or symptoms to you or the loved one you care for
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• Similar treatments to you or the loved one you care for

• Lives near me

• Similar cultural background to you or the loved one you care for

• For caregivers: Sharing the same relationship (e.g. spouse, child) to the person they care

for

• Something else: [Free response]

Free Response – General

(Optional) Anything else you want to share with us about visiting the CaringBridge site of a

fellow author? [Free Response]

B.3.2 Feedback Survey

Thank you for providing feedback. All questions on this page are optional: submit your feed-

back by clicking the right arrow at the very bottom of this survey form.

Not sure why you received this email & survey? You agreed to receive site suggestion

emails in a survey you took in August. See the FAQ [link]. If you don’t want to receive these

emails anymore, you can unsubscribe [link].

Overall Interest

Overall, did the suggested sites seem interesting to you?

• Yes, the sites were generally interesting to me.

• Unsure or neutral.

• No, the sites were generally uninteresting to me.

Free Response – Interesting

Briefly, what seemed interesting to you about the suggested sites? [Free Response]
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Free Response – Uninteresting

Briefly, what seemed uninteresting to you about the suggested sites? [Free Response]

Specific Recommendation Relevance

Specifically, how relevant did you find each of the suggested sites? [5-item response matrix

with levels: Very Relevant; Somewhat Relevant; Unsure or Neutral; Somewhat Irrelevant; Very

Irrelevant, Offensive, or Spam]

• 1st suggested site

• 2nd suggested site

• 3rd suggested site

• 4th suggested site

• 5th suggested site

Free Response – General

Any other thoughts you want to share about these site suggestions or your experience so far in

this study? [Free Response]

B.3.3 Unsubscribe Survey

Page 1

To unsubscribe: just enter your email address on the line below and click the right arrow.

Or, maybe you’re looking for a feedback form [link] or the study FAQ [link] (including

contact details for study coordinators) instead.

Email

• Unsubscribe me from additional emails from cb-suggestions@umn.edu. My email ad-

dress is: [Free response]

—Page Break—
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Free Response – Unsubscribe

• Tell us why you unsubscribed? [Free response]

• Anything else you’d like to share with us? Thank you for participating in our study! [Free

response]

B.4 Click data

We identify recommendation clicks in the Site Suggestion emails via three data sources: (1)

Google Analytics counts, (2) CloudFront logs, and (3) logged-in user visits. Links to the rec-

ommended sites contain UTM tracking information, including the site, the batch ID, and a

unique participant ID.

Each data source has limitations. The Google Analytics summary can only provide a total

count and won’t be incremented if JavaScript is disabled. An event won’t be captured in the

CloudFront log if UTM tracking tags are stripped and in unknown other cases.4 Logged-in

visits will only be recorded at or near the time of a recommendation click if the participant is

already logged in or logs in while on the site.

Google Analytics reports 270 total recommendation clicks, while we have timestamped

CloudFront log entries for only 232 clicks, suggesting that we are missing timestamps, partic-

ipant, and site information for 14.1% of clicks. Of the 232 CloudFront clicks, 198 correspond

to unique participant/site clicks. We can recover 22 clicks missing from the CloudFront request

logs via the logged-in user visits, for a total of 220 total unique participant/site clicks. For

subsequent statistical analyses, we assume that any additional clicks are missing at random, al-

though in practice we are more likely to be missing clicks from participants who do not log in.

If we assume that the Google Analytics count is authoritative and 14.1% of clicks are missing at

random from the CloudFront data, then the expected number of missing participant/site clicks

is 10. Thus, we expect only a small impact on our statistical analyses. Logged-in visit data

are extracted from daily snapshots of the CaringBridge database. Thus, we only captured the
4“We recommend that you use the logs to understand the nature of the requests for your content, not as

a complete accounting of all requests. CloudFront delivers access logs on a best-effort basis. The log entry
for a particular request might be delivered long after the request was actually processed and, in rare cases, a
log entry might not be delivered at all.” https://web.archive.org/web/20211206215502/https:
//docs.aws.amazon.com/AmazonCloudFront/latest/DeveloperGuide/AccessLogs.html

https://web.archive.org/web/20211206215502/https://docs.aws.amazon.com/AmazonCloudFront/latest/DeveloperGuide/AccessLogs.html
https://web.archive.org/web/20211206215502/https://docs.aws.amazon.com/AmazonCloudFront/latest/DeveloperGuide/AccessLogs.html
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most recent logged-in visit within a 24-hour period, sufficient to identify daily repeat visits but

insufficient for fine-grained analysis of browsing behavior.

B.5 Site Recommendation Analysis

In sec. 5.5.2, we describe characteristics of the recommended set of sites. In this section, we

provide additional pre-click details and use them to create a pseudo-control comparison set of

non-recommended sites.
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Figure B.2: Distribution rank and the corresponding scores assigned by the recommendation
model for unfiltered (blue, solid), actually recommended (red, dashed), and pseudo-control (green,
dotted) sets by weekly batch. Across all batches, the unfiltered group contains n=397 unique sites,
the actual contains n=526 unique sites, and the pseudo-control contains n=511 unique sites. Each
line shows the mean rank and score respectively, while the shaded region indicates the max and
min value within each set.

B.5.1 Site filtering

In sec. 5.3.3 we discuss a decision limiting the total number of times a site was recommended in

a single batch to at most 10 times. Specifically, we conducted a five-round draft. In each round,

a random participant ordering is chosen and participants take turns selecting their highest-scored

site that has been picked fewer than 10 times. We analyze the impact of this decision in Fig-

ure B.2 by plotting the mean of the rank and score distributions for hypothetical recommenda-

tion sets generated without filtering. We observe that the maximum model score varies between

batches as the model was retrained weekly, and that the filtered sites were similar in score to

the sites that would have been recommended without filtering—all filtered sites were still in the
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Table B.2: Inter-rater reliability as Cohen’s κ and percent agreement (%A) between the two an-
notators in the final two coding rounds. Post-discussion codebook updates resulted in greater
agreement during round 3.

Round 2 (n=143) Round 3 (n=376)
Preview Category κ %A κ %A

Reporting Health 0.56 83.9% 0.62 87.8%
Positive Disclosures 0.72 87.4% 0.78 89.4%
Negative Disclosures 0.61 88.1% 0.76 92.8%
Managing Audience Relationship 0.66 90.2% 0.74 91.0%
Expression of Appreciation 0.78 96.5% 0.90 98.1%
Expressive Writing 0.38 69.2% 0.48 73.7%
All 0.33 37.8% 0.45 48.9%

top 0.1% of the model’s scores. The use of filtering resulted in a 32.5% increase in the number

of unique recommended sites, a fair trade-off for the modest decrease in score and rank induced

by filtering.

B.5.2 Psuedo-control set of non-recommended sites

The pseudo-control set is composed of the top five sites for each participant within a batch of

recommendations that were never recommended during the duration of the study. We visualize

this set’s ranks in Figure B.2 along with the resulting effect on the corresponding score assigned

to each set by the recommendation algorithm. In Table B.3, we see that the set of recommended

author/site pairs were significantly different from the group of sites that could have been recom-

mended (pseudo-control). Values were calculated at the time a recommendation was clicked;

in the case of non-clicked and pseudo-control sites, a click time was randomly chosen from the

set of actual click times from the same recommendation batch.

In Tables B.4 and B.5, we extend this analysis to include the subset of clicked recom-

mended author/site pairs. Again, we see many significant differences between the set of clicked

recommended author/site pairs and the pseudo-control set. However, we find little significant

differences between clicked and non-clicked recommended author/site pairs.
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Table B.3: Observed recommended pseudo-control USP site behavior from the 35 day window
before the point they were clicked (or could have been clicked). Site tenure is in days, Total # of
authors is since the sites creation, # of authors and # days visiting peers is for the entire window
period, while all other rows are the number of weekly actions.

Recommended Pseudo-Control
(nP=4190) (nC=4190)
Med. M (SD) Med. M (SD) MP - MC UP/(nPnC)

Site tenure (days) 113 227.4 (519) 152 262.7 (425) -35.3* 42.4%*
Journal updates 1 1.9 (2.0) 1 1.6 (2.3) 0.3* 40.4%*
# of authors 1 1.3 (0.7) 1 1.2 (0.5) 0.2* 44.9%*
Total # of authors 2 1.8 (1.0) 2 1.7 (0.8) 0.2* 46.1%*
Peer visits 0 0.3 (1.2) 0 0.1 (0.2) 0.2* 26.6%*
Repeat user visits 0 2.1 (6.3) 0 0.9 (1.5) 1.2* 49.5%
Peer initiations 0 0.8 (1.7) 0 0.4 (0.5) 0.4* 47.2%*
Peer interactions 0 3.6 (8.0) 0 1.8 (3.9) 1.8* 47.3%*
# days visiting peers 7 11.6 (11.7) 7 9.3 (9.0) 2.3* 47.4%*
Site author interactions 0 0.0 (0.2) 0 0.0 (0.2) 0.0 50.0%
Site author initiations 0 0.0 (0.0) 0 0.0 (0.0) 0.0 50.0%
Site author self ints. 6 15.1 (24.9) 3 8.4 (15.4) 6.8* 40.8%*

Table B.4: Observed clicked and non-clicked recommended site behavior from the 35 day window
before the point they were clicked (or could have been clicked). Site tenure is in days, Total # of
authors is since the site’s creation, # of authors and # days visiting peers is for the entire window
period, while all other rows are the number of weekly actions.

Clicked Non-Clicked
(nP=220) (nC=3970)
Med. M (SD) Med. M (SD) MP - MC UP/(nPnC)

Site tenure (days) 107 267.4 (609) 113 225.2 (514) 42.2 49.5%
Journal updates 1 2.1 (2.2) 1 1.9 (2.0) 0.2 46.6%
# of authors 1 1.4 (0.7) 1 1.3 (0.7) 0.1 45.7%*
Total # of authors 2 1.9 (1.0) 2 1.8 (1.0) 0.1 47.4%
Peer visits 0 0.5 (1.7) 0 0.3 (1.1) 0.2 43.9%*
Repeat user visits 1 3.1 (8.1) 0 2.0 (6.2) 1.1 43.6%*
Peer initiations 0 1.1 (2.1) 0 0.8 (1.7) 0.3 45.2%
Peer interactions 0 4.6 (9.5) 0 3.6 (7.9) 1.0 45.7%
# days visiting peers 11 13.0 (11.7) 7 11.5 (11.7) 1.5 45.0%
Site author interactions 0 0.1 (0.4) 0 0.0 (0.2) 0.0 49.2%
Site author initiations 0 0.0 (0.1) 0 0.0 (0.0) 0.0 49.2%
Site author self ints. 5 14.0 (25.8) 6 15.2 (24.9) -1.2 48.0%
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Table B.5: Observed clicked and pseudo-control site behavior from the 35 day window before the
point they were clicked (or could have been clicked). Site tenure is in days, Total # of authors is
since the site’s creation, # of authors and # days visiting peers is for the entire window period, while
all other rows are the number of weekly actions.

Clicked Pseudo-Control
(nP=220) (nC=4190)
Med. M (SD) Med. M (SD) MP - MC UP/(nPnC)

Site tenure (days) 107 267.4 (609) 152 262.7 (425) 4.7 43.0%*
Journal updates 1 2.1 (2.2) 1 1.6 (2.3) 0.5* 37.3%*
# of authors 1 1.4 (0.7) 1 1.2 (0.5) 0.2* 40.7%*
Total # of authors 2 1.9 (1.0) 2 1.7 (0.8) 0.2* 43.4%*
Peer visits 0 0.5 (1.7) 0 0.1 (0.2) 0.4* 23.1%*
Repeat user visits 1 3.1 (8.1) 0 0.9 (1.5) 2.3* 43.4%*
Peer initiations 0 1.1 (2.1) 0 0.4 (0.5) 0.6* 47.2%
Peer interactions 0 4.6 (9.5) 0 1.8 (3.9) 2.8* 47.5%
# days visiting peers 11 13.0 (11.7) 7 9.3 (9.0) 3.7* 42.3%*
Site author interactions 0 0.0 (0.2) 0 0.0 (0.1) 0.0 49.8%
Site author initiations 0 0.0 (0.0) 0 0.0 (0.0) 0.0 49.8%
Site author self ints. 5 14.0 (25.8) 3 8.4 (15.4) 5.6* 42.5%*

B.6 Thematic analysis of Journal update previews

B.6.1 Quantitative content analysis methods

Our thematic content analysis identified three high-level themes (discussed in sec. 5.5.2)—the

full set of themes with descriptions and examples is shown in Table B.6. Based on these themes,

we isolated four categories for quantitative analysis:

1. Reporting Health Status, Symptoms, and Treatment. Includes previews that update on

specific health events, symptoms, or emotions of the patient. We include two sub-categories

for positive and negative disclosures e.g. as used by Yang et al. [114]. Previews can con-

tain both positive and negative disclosures if both are provided or if the author qualifies

the news (“in horrible pain, but finally a reason for hope”).

2. Managing Author/Audience Relationship. The author is visible through descriptions of

their role as a writer or their relationship with their blog’s readers. See thematic descrip-

tion above. “writing these posts is somewhat cleansing.”
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3. Expressions of Appreciation (EOA). This theoretical construct was previously used by

Smith et al., defined as explicit expressions of thanks, gratitude, blessing, or happiness

that recognize the support received by the author or patient [8].

4. Expressive Writing and Reflection. We adopt the definition used by Ma et al.: expressive

writing is “completed using functionalities afforded by online communities to disclose

users’ thoughts and feelings about personal experiences” [70]. We adapt this definition

to the context of Journal previews by including personal health-related reflection as a

component of expressive writing.

Using these categories, two researchers separately annotated 658 update previews in three

rounds of coding. The researchers met between each round to discuss disagreements and update

the codebook. We report pre-discussion IRR scores in Table B.2.

We used the resulting annotations to model the relationship between these categories and

clicks. This problem is the “post-presentation reward prediction” problem [307]. Unfortu-

nately, clicks are noisy and it is not possible to directly assess if the presence of a particular

category is associated with a greater propensity to click. This impossibility results from con-

founding: the rank of the recommendation in question, the other recommendations in the same

email, when the email was generated and opened, and the specific participant are all confound-

ing factors. Instead, we build multiple models with varied sets of assumptions and look for

convergence. Specifically, we assume that clicks are independent—a common assumption in

click models [308]—and report analysis for three subsets of recommendations: (a) Clicked

Batches Only includes only recommendations in emails for which some but not all of the recs

were clicked, so aims to acquire the clearest view of choice among competing options. (b)

B1 Only includes only recommendations sent in the first batch of emails, eliminating temporal

confounding and reducing bias introduced by varying levels of participant activity. (c) Click-

ers Only includes only recommendations sent to participants who clicked at least once during

the study, reducing bias introduced by never-seen recommendations. We fit logistic regression

models to predict individual recommendation clicks. While we report only rec-level logistic re-

gression models here, email-level models, multi-level models for participant and batch, models

including subsets of the features, and feature transforms revealed similar patterns.
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B.6.2 Quantitative content analysis results

We summarize the relationship between all four categories and click behavior in Table B.7.

None of the models with any subset of the variables outperforms the null model (F-test p >

0.05)—even the rank-only model.5 Expressive writing was associated with a greater probability

of being clicked among Clicked Batches (50% of recs with EW clicked vs 36% of recs without)

and in B1 (47% of recs with EW clicked vs 29% of recs without), but not when considering all

recs sent to clicking participants. Expressions of appreciation were associated with a decreased

probability of being clicked among participants who clicked at least once (7% of recs with

EOA clicked vs 12% of recs without) but not in the other subsets. Both of these results should

be taken with a large grain of salt, and in general these results suggest that participants were

making clicking decisions based on factors we did not annotate.

B.7 Estimates of study impact on behavior for authors and sites

In sec. 5.5.3, we estimated the impact of recommendation on second-order behaviors. We

provide additional method details and sensitivity analysis in this section.

In Figures 5.10 and 5.11, we showed post-study outcomes by comparing 5 weeks (35 days)

of pre-study behavior to 12 weeks (91 days) of post-study behavior. We conducted a sensitivity

analysis to determine the impact of two decisions: examining behavior during the post-study

period (rather than the “during study” period) and choosing a time window of 12 weeks. Fig-

ure B.3 is a high-detail summary of those decisions, demonstrating that differences are small

depending on the selected time window: smaller post-study time windows are generally asso-

ciated with higher-variance effect size estimates. The estimators shown are as described in sec.

5.5.3: raw (solid, blue), OLS (dashed, orange), and DR (dotted, green). Figure 5.10 captures the

vertical slice at post-study week 13. 95% confidence intervals are computed via bootstrapping

(1000 iterations). In pre/post panel data analyses, it is common to use the same time window

pre- and post-intervention, which helps to control for longer-term behavioral trends. We tried

both approaches, and found no difference except increased variance, so we use data from the

full pre-study time window (5 weeks) even if the post-study time window is less than 5 weeks.

Using a similar approach, we extend this analysis to investigate post-click outcomes on
5Recommendations listed first were most likely to be clicked, but this difference was statistically insignificant.
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Figure B.3: Estimated impacts of receiving Site Suggestion emails on author behavior, both during
the study (left column, the vertical dotted line indicates the date of the last Site Suggestion email)
and after the study (right column).
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recommended site behavior. In Figure 5.11, we showed post-study outcomes by comparing 5

weeks (35 days) of pre-click behavior to 12 weeks (91 days) of post-click behavior. Similar

to Appendix B.5, values were calculated at the time a site was first clicked and in the case of

non-clicked and pseudo-control sites, a click time was randomly chosen from the set of actual

click times in the first batch that site was/could of be recommended. We conducted a sensitiv-

ity analysis to examine the impact a participant visiting a recommended site had on the sites

behavior during the post-click period. Figure B.4 is a high-detail summary demonstrating we

were unable to capture statistically significant effects from participant clicks on recommended

site behavior. Moreover, we find that effect estimates based on comparison to the non-clicked

and pseudo-control groups are similar.

As noted by Hernán and Robins, successful causal inference predominantly rests on untestable

assumptions [276]. The doubly robust estimates we produce depend on five assumptions:

• Exchangeability Exchangeability refers to the probability of being in the treatment group

is independent of the causal outcome (depending only on A). Exchangeability is likely

false: it is reasonable to assume that authors that opted to participate in a recommendation

intervention are more likely to engage with a recommendation intervention than non-

participating authors, independent of e.g. their tenure as an author or their prior peer

interaction behavior. If participants are not very different from non-participating authors

in terms of their responsiveness to treatment, then it may still be reasonable to assume

exchangeability. The same reasoning holds for clicked and non-clicked sites.

• Positivity Positivity requires that the distributions of the covariates for the treated and

pseudo-control groups to fully overlap. Positivity is approximately true in our data, i.e.

all values of the covariates observed in the treated group are also observed in the pseudo-

control group. The positivity assumption is why we omit causal estimates of the impact

of deploying Site Suggestion emails to the whole author population in terms of e.g. click

rates; we have no ability to estimate the behavior of the pseudo-control population when

exposed to Site Suggestion emails.

• Consistency Consistency refers approximately to the assumption that the treatment varies

only in ways unrelated to the outcomes. Recommendation varies, so participants will be

exposed to different versions of the treatment; different participants are shown different

recommendations, so clicked sites will be exposed to visits from different participants.
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Figure B.4: Estimated impacts of Site Suggestion emails on recommended site behavior post click,
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Intuitively, these differences can be causally related to the outcomes: a participant with no

prior interaction behavior, for example, may receive less relevant recommendations than

a participant with a long history of peer interaction. A site clicked by a participant that

visits and leaves a comment is different than a site clicked by a participant that only visits.

Joachims et al. argue that recommender systems ought to be viewed as policies that select

interventions in order to optimize a desired outcome [309]; it’s a policy designed to select

variable interventions. By assuming consistency, we assume that the recommendations

are of similar quality and that participant visits have similar effects on the visited sites.

The degree to which this assumption is violated will bias the resulting estimates.

• No measurement error Measurement error in the observed behaviors is likely non-

existent, given the use of a complete database snapshot.

• No model misspecification To adjust for confounding, the models we use need to include

all relevant covariates and assume the correct functional form. By fitting linear models,

we make a parsimonious but possibly false assumption of functional relationship between

the covariates and the outcome of interest. More serious is the assumption that all relevant

covariates are available; as discussed, we believe that unmeasured confounders such as

an interest in peer connection affect response to treatment in a way that is independent of

the measured covariates.

Given this discussion, it seems reasonable to object that three of the assumptions are very

likely false. In practice, we are assuming that these assumptions are close enough to true, such

that we can still attain some insight from computing causal estimates based on these assump-

tions in order to compare to the observational estimates.

B.8 Sample Size Calculations

In sec. 5.5.3, we described a power analysis for an uncontrolled peer recommendation study.

In this section, we provide additional details and add estimates for an RCT. In Fig. 5.12, we

showed sample size estimates for two variations of a replication of our feasibility study by

computing the effect of two author behaviors associated with receiving recommendations. Here,

we extend this analysis to include 5 behaviors: unique repeat visits to recommended sites,

interactions with recommended sites, unique repeat visits to all sites, interactions with all sites,
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and recommended site updates. We consider the 35 days before and after the first exposure to

recommendation or first stranger visit for the one-time email and 35 days before and the study

period plus 35 days after for the 12 week recurring email intervention.

Table B.9 outlines the mean, variance, and sample size for each group in terms of weekly

actions used in the calculations. The structure of our data let us consider two potential fu-

ture interventions: a one-time recommendation email and a recurring, weekly recommendation

email. We estimate the effects of a one-time recommendation email by including only partic-

ipant exposures and visits from the first batch of recommendation emails (B1). We use the

pseudo-control group (see sec. 5.4.1 and Table 5.6) and non-clicked recommendations (see

Appendix B.5) to analyze the effect of receiving recommendations and stranger visits. For par-

ticipants (recommended sites) behaviors, we report weekly actions from a 5 week pre-inflection

period to a post-inflection period: 12 weeks + 5 weeks and 5 weeks. For participants (all sites)

and recommended sites behaviors, we report the difference in weekly actions from similar pre

and post-inflection periods. Effect size calculations were made using 17 decimal places.

Using these statistics, Table B.10 estimates the sample size required for a replication (same

as Fig. 5.12 and for an RCT, with 50% not receiving recommendation emails. For author be-

haviors targeted at recommended sites, we compute the effect as simply as d = MP /SD. For

all other behaviors, we control for prior behavior by computing the effect as d = (M before
C −

Mafter
C )− (M before

P −Mafter
P )/SDpooled, where P is the group of participants or clicked rec-

ommended sites and C is the control group of pseudo-control participants or non-clicked rec-

ommended sites. We present M before − Mafter because the expected churn of users dictates

over time they will become less active. We find this is true in our sample; all users that pub-

lished at least one journal update in July 2021 subsequently published, on average, 1.32 (5.44)

less updates in the following month. Here, a positive effect size means that being a participant

results in less of a difference from before and after when compared to the control group. Using

G*Power 3.1.9.7, the estimated required sample sizes for an appropriately powered RCT were

calculated based on observed effect sizes using a one tailed point biserial model at 80% power

with α = 0.5 [278].

Unsurprisingly, we see large differences in participant behavior towards recommended sites

when compared to the pre-study period. More interesting is the fact that participants, on aver-

age, sustained an increase in weekly actions including non-recommended sites after receiving

recommendations. While this translates to a seemingly large effect size during calculation, we
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attribute these differences primarily to the significant differences pre-study between both groups

outlined in Table 5.4.1. Here, we believe any differences that exist between groups can largely

be attributed to confounding variables (i.e. author/site tenure).

Table B.10: Observed effect sizes and required sample size needed for an appropriately powered
RCT for a one-time recommendation email and a recurring, weekly recommendation email. Site
descriptions in parenthesis for participant groups denote the target of the intended action.

Recurring 12 Week One-Time
Behavior Effect Size Sample Size Effect Size Sample Size

Participants (Rec)
Second visits 0.28 75 0.26 81
Interactions 0.12 444 0.14 314

Participants (All)
Second visits 0.85 5 0.67 10
Interactions 0.43 29 0.18 189

Recommended Sites
Updates -0.14 299 0.23 110
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Table B.6: Thematic analysis: summary of themes in recommended Journal update previews

Theme Description Example(s)

Reporting patient/caregiver status
Past vs Future News An axis that differentiates past occur-

rence and future plans.
This last week was oh so busy
with all of my tests and appoint-
ments.
Friday is a huge milestone for
me.

Events Those describing events, specifically
related to a singular point in time.

Bryan met with his neurosurgeon
yesterday.

Patient Symptoms, Sta-
tus, and Health Pro-
cesses

Those detailing how the patient is do-
ing, and health processes related to a
prolonged interval of time.

Well, Sid is getting stronger by
the day.

Beginnings, Endings,
and Transitions

Those describing singular health
events that transition the patient into
or out of a health process.

Kristen is finally off the ventila-
tor.

Status sentiment An axis that defines the sentiment of
reported news (as “good” or “bad”).

Today Ashley had her second day
of PT and she did amazing in ev-
ery way.
We waited all night for and unfor-
tunately he’ll have to go through
another round of chemo.

Emotion-laden Report-
ing

Those explicitly stating the author’s
attitudes towards an update using
emotive language.

Tears of joy as I write this. We
are sooo happy to announce An-
drea is out of the ICU.

Reflection Those reflecting on the author’s or pa-
tient’s experiences.

It’s hard to believe it was only
a year ago today that Jen started
chemo.

Managing author/audience relationship
Expressions of Grati-
tude

Those that positively acknowledge a
specific type of support.

We are so thankful for your
prayers.

Update Context Those that explicitly provide contex-
tual information about the post or its
contents for the audience.

Today is going to be a little dif-
ferent. I don’t have any medical
updates, I just need to let some
stuff out.

Comments on Update
Frequency

Those acknowledging the time be-
tween multiple CaringBridge updates.

First, I need to apologize for how
long it’s been since our last up-
date.

Reflection on Writing
Process

Those reflecting on the author’s expe-
riences as a Caring Bridge author.

I’ve really struggled to put my
feelings into words in these posts.
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Table B.7: Logistic regression models predicting recommendation clicks from preview content for
the rec subsets defined in sec. 5.4.2. Preview contents are poor predictors of clicks, as evidenced
by near-chance ROC AUC scores (estimated using leave-one-out cross-validation). Note: ∗p<0.05;
∗∗p<0.01; ∗∗∗p<0.001

Clicked Batches Only B1 Only Clickers Only

Intercept -0.467 -1.943∗∗∗ -1.714∗∗∗

(0.325) (0.488) (0.206)
Rank within email 0.096 -0.023 0.034

(0.085) (0.115) (0.052)
EOA -0.581 0.156 -0.546∗

5.8% of B1 recs (0.396) (0.621) (0.277)
Expressive Writing 0.638∗ 0.762∗ 0.050

31.2% of B1 recs (0.250) (0.353) (0.152)
Managing Audience Relationship -0.293 0.239 -0.358

17.5% of B1 recs (0.328) (0.409) (0.192)
Reporting health status (categorical)

Base level: None (14.8% of B1 recs)
Neutral disclosure -0.171 -0.235 -0.013

31.5% of B1 recs (0.338) (0.498) (0.211)
Positive disclosure only -0.615 0.125 -0.078

25.8% of B1 recs (0.340) (0.494) (0.205)
Negative disclosure only -0.395 -0.540 -0.091

22.2% of B1 recs (0.396) (0.546) (0.247)
Pos & neg disclosures -1.070 -0.541 -0.706

5.8% of B1 recs (0.551) (0.768) (0.368)

Observations 310 365 1,590
Clicks 120 51 220
Log-Likelihood -199.69 -142.94 -632.92
ROC AUC 0.554 0.469 0.488
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Table B.8: Activity variables included in the participant author model and the visited site model.
We removed some variables to avoid collinearity, but otherwise opted to incorporate as many po-
tentially relevant behaviors as possible [2].

Author model variables Site model variables

# Journal updates # Journal updates
# first visits to other authors’ sites # unique author visits (recent)
# repeat visits to other authors’ sites # unique authors (all time)
# unique days visiting other authors’ sites # first visits to site from peers
# interactions on other authors’ sites # repeat author visitors to site
# interactions on their own sites # unique days other authors visited
# self-authored sites interacted with # interactions from other authors
Author tenure (log) # initiations to site

# peer interactions by site authors
# self-site interactions by site authors
# initiations by site authors
Site tenure (log)

Table B.9: Mean and standard deviation estimates for a one-time and recurring recommendation
email intervention. Site descriptions in parenthesis for participant groups denote the target of the
intended action.

Recurring 12 Week One-Time
Behavior MP (σ2) MC (σ2) MP (σ2) MC (σ2)

Participants Study Study
(Recommended Sites) (nP=79) (nP=73)

Second visits 0.06 (0.06) 0.04 (0.02)
Interactions 0.47 (16.36) 0.07 (0.22)

Participants Participants Pseudo-control Participants Pseudo-control
(All Sites) (nP=79) (nC=1759) (nP=73) (nC=1759)

Second visits -0.07 (0.07) 0.02 (0.01) -0.05 (0.03) 0.02 (0.01)
Interactions -0.34 (14.81) 0.11 (0.49) -0.04 (0.72) 0.09 (0.49)

Recommended Sites Clicked Non-clicked Clicked Non-clicked
(nP=158) (nC=368) (nP=51) (nC=55)

Updates 0.024 (2.11) 0.023 (1.80) 0.02 (1.33) 0.04 (3.45)
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